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SUMMARY

This course is designed to aiert management and
technical personnel to the need for EMP protectijon and
to the hardening technigyues which can be applied. The
bulk of the course material is aimed toward those indi-
viduals who may have a direct responsibility for EMP
hardening of a system.

The duration of the complete course is three days.
The course also includes an Overview of interest to
management.

The Overview is essentially an introduction to the
EMP problem area. The general problems and difficulties
are reviewed.

The technical portion of the course considers all
aspects of the problem area from an engineering harden-
ing viewpoint. It requires approximately 2-3/4 days of
presentation time to discuss the salient features of the
information and background necessary to harden systems.
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PREFACE
Third Edition

To maintain the course and the course notes current, updating and
revigsions are a continuous effort. Since the original publication in
August 1971, significant advances in the state-of-the-technology have
occurred. In that regard, complete revision of the course notes was
deemed desirable. The technical revision was performed by Mr. Irving
N. Mindel of IIT Research Institute.

The author of the course notes would like to acknowledge the lead-
ership and technical review of the course and the course notes provided

by Captain W. D. Wilson and Mr. G. Baker from the Defense Nuclear Agency.

Acknowledgement of the comments received from the "EMP Community' and
the course attendees has also been very beneficial to furthetini the
objectives of the course. The efforts of the editorial staff of IITRI,
particularly Ms. M. Leek and iMs. C. Damberger, who compiled and edited
the final publication, is gratefully acknowledged.
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T N. ™inde

11T Reseafch Institute
Chicago, 1llinois
October 1977
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SECTION I
OVERVIEW:
INTRODUCTION TO THE EMP PROBLEM

1.1 INTRODUCTION

Everyone 13 awure of three major
effects of a nuclear weapon; these are
blast, thermal, and shock. There are
other affects associsted with a nuclear
detonation, which are equally important.
Otz of these effacts is the electro-
magnetic pulsa (EMP) which is the subject
of this awareness course.

Planners aow consider EMP as a
posgible threa: to many sophisticated
military systems. Fow this has come
about and, especially, how ro achieve the
required pcootection will be the subject
of this introductory portion ard the more
detailed technical presentations which
follow. These technical presentations
emphasize the enginearing aspects.

Under the proper circumstances a
significant portion of the energy re-
lecsed during a nuclear detonation ap-
pears as an ElectroMagnetic Pulse (EMP).
The spectral conteut of this pulse con-
tiins the frequencies or wavelengths
of many of our commercial radio and
military electronic systems.

Another nuclear weapon effect some-
times confused with EMP is '"blackout".
As we will see later, EMP directly af-
fects electrical and electronic systems.
"Blackout' on the other hand, is due te
an effect assoclated with the propa-
gation media (the atmosphere) and dis-
rupts the signal path. ‘Blackout" has
no direct effect on system hardware.
Also, EMP is a short-term transient
(microseconds) that can result in long-
term disruptive effects in equipments/
systems.

EMP effects depend on several factors
amrng which are the weapon, the burst
locaticn, and the point of observation
with respect to the burst location. In
this course wa will be concerned with che
suvrface, near surface and the exoatmos-
pheric (or high altitude) burst. Empha-
sis will be placed on the exoatmospheric
burst because it has twe unique proper-
ties which are of crucial significance.

1-1

These unigua properties are its

extreme area of coverage, EMP being
capable of disrupting electrical and
electronic sysrems as far as 3,000 miles
from the site of the detonation; and the
fact that EMP can cause severe disruption
and sometimes damage wheri other prompt
weapon effects, such as nuclear r&di-
ation effects on electronics, blast,
thermal effects, dust debris and bio-
logical effects are all absent. This
means that a high-yield nuclear weapon,
bursc above the atmosphere, could be
used to knock out improperly desizned
electrical and electronic systems over a
large area of the earth's surface with-
out cdoing any other significant damage.
The range of coverage of EMP is dimin-
ished if the weapon is detonated with-
in the atmosphere.

An idea of the magnitude of the EMP
threat can be realized by comparing its
electric field amplitude with the elec-
tric fields produced by man-made sources.
A typical high-ieve: EMP pulse could have
an intensity of 500,000 volts per meter,
This is 250 times more intense t™an a
radar oeam of sufficient power to cause
biological damage such as blindness or
sterilization. It jis five million times
as intense as flelds created by sources
in a typical metropolitan area.
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EMP has been recognized as a po-
tential threat to our electronic and
electrical systems since the 1960's.
Recently two factors have greatly in-
creased the significance o? this threat:

(1) Increased sophistication in
nuclear strategy and weapons.

(2) Increased susceptibility of
electronic systems due to the
broad introduction of semi-
conductors and newer electronic
technologies and the ever-
greater dependence on complex
operational hardware.

The situation has changed so muach
that the central issue today is
PROTECTION --

. how tc protect your system
against the potentially-massive
disruptive logic upset type
effects of EMP -- such as lock-
ing out the launch control or
missile guidance subsystems
during a critical period,
etc; --

[ ] how to protect your system
against the sometimes capvi-
cious-type EMP permanent
damage -- such as destroyingp
the front ends of HF communi-
cations receivers.
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Central Isswe: Protection

To underatand how to protect our
systems requires some understanding of
the EMP generation mechanismme and charac-
teristics, the susceptibility charac-
teristics of electrical and electronic
systems, «nd the various means to counter
the EMP effects.

1.2 EMP GENERATION AND CHARACTERISTICS

Two basic weapon detonation lo-
cations are of interest; the near surface
burst and the exoatmospheric burst.
while the bhasic mechanism is the same,
the atmospheric density results in signi-
ficantly different interaction and source
region characteristics.

EMP Genera*ion

The basic mechanism for EMP pener-
ation is electron scattering due tc the
collision of cthe prompt gammars with the
moiecules of the media exposed to the
gamma flux. When the collision is
with air molecules of the atmosphere re-
sulting in a radiated wave, we have the
classic EMP. Collisions of the gamma
flux or x-rays with a system enclosure
(such as a satellite system), results
in a» EMP which is termed close-in or
source region EMP., In this course we
will constrain ourselves to the radiated
EMP from a high altitude or surface
burst.
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The collision between the gamma flux
and the air molecules ramults in eleccrons
being scattered in approximately the same
divection as the gamass. The result ix a
charge separation, positively rnharged
center dvad to the parent molecules snd a
nagatively charjed ulactron cloud. This
saparation of charges, occurring on e
wholesale baasis, creates intense source
ragion electric and magnetic fields,

This buildeup of fields is ultimately
limiced by secondary conduction electrons
which flow back to the positively charged
region 2nd tend to neutralize it. These
souicc 1gion fields are non-radiating
flelds.

To produce a radiated electromapg-
netic field the proper conditions of
asynmetry or interaction with the earth's
geomagnetic field must exist. These con-
ditions exist Yor both the high altitude
and surface burst, but the dominant phe-
nomena is different for different burst
locations.

When a weapon is detonated within
the atmosphere, the gammas can travel
onl{ relatively short distances between
collisions and total absorption. This
confines the gammas (and therefore the
source region) to a volume perhaps 6 kilo-
meters or s0 in diameter. Increase in
wegpon yield has relatively little effect
upon the size of this intense field (or
"source region'), and thus the EMP ef-
fexts of an intra-atmospheric burst must
te considered within the context of other
close-by prompt nuclear wespons effects.

- AL s

On the other haud, if the weapcn is
detonatsd outside the atmosphere, usual-
ly termed high-altitude burst, the gamna
rays can travel many miles without en-
countering an air molecule. Thus, if a
large-yield weapon is detonated just
above the ionosphere, the source region
cani be about 1,600 km in diameter and
about 20 km thick. The extent of the
electromagnetic fields radiated outo the
earth's surface is greatly augmented by
the very large size of this source region.

Characteristics of the Radiated Wave

The spectrum and waveform of EMP
differ from those of any other natural or
commonly-used man-made sources. The
spectrum is broad and extends from ex-
tremely low frequencies to the low end of
the UHF band. The time waveform indicates
a higher amplitude and much faster rise
time than, for example, the fields gener-
ated by a nearby lightning stroke, es-
pecially in the case of high altitude
burst.
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A comparison of the waveform and
sgectrum of the high altitude burst and
the induction fields of a lightning stroke
are showr in the figure.

SPECTRUM
COMPARISON

EMP
WAVEFORM

COMPARISON

lightning

Time

Although a lightning stroke can have
a fast rise time, low energy precursor
before the main stroke, the main stroke
is a high amplitude (100 kV/m or greater),
1l to 5 microsecond rise time and hundreds
of microseconds fall time. An enormous
amount of energy is contained in the main
stroke. The induction field, however,
which is of concern to systems nearby a
lightning discharge is on the order of
1 kV/m electric field. This induction
field is non-radiating and therefore a
localized field.

In the high altitude burst case, the
fields radiated onto the earth's surface
are of the order of 50 kV/m electric field
with rise times of the order of 10 nano-
seconds. The wave is a radiating EM wave
which results in an extremely large dis-
tribution on the earth's surface in con-

trast to the localized nature of lightning.

For a burst over the continental U.S.,
the fields on the surface are predominant-
ly horizontally polarized E fields. Since
the burst location is outside the iono-
sphere, the coverage on the earth's sur-
face is linited by the line-of-sight
tangent radius to the earth's zurface.
The figure shows the approxima e cover-
age on the earth for a 100 i~ (small
circle) and 300 km (large circle) height
of burst over the central U.S.

These fields are not uniform in
amplitude or waveform over the entire
area but depend on burst location and
the earth's geomagnetic field, as we will

see in Sectilon III of vrhe course. It
should also be recognized that no other
weapons effects accompany the EMP from a
high-altutude burst.

Due to the fast rise times of the
EMP, the spectral energy is distributed
throughout the spectrum through the lower
microwave band. Most man-made sources
occupy only a narrow part of the spec-
trum,

In the case of the near surface
(0-2 km) burst within the deposition
{source) region, non-radiating fields on
the order of 100 kV/m electric fields (or
higher) with rise times of tens of nano-
seconds (approximately 50 ns) are real-
ized., Outside the deposition region, a
radiating EM wave is realized. The
fields of this radiating wave at a
distance of 10 km from the burst location
arzs quite comparable to the close-by
fields of the lightning stroke. That is,
rise times of approximately 1 to 5 micro-
seconds and pealk amplitude of 1 kV/m
electric field, These fields fall off as
1/R (R being the distance from the burst
point) with distance from the burst.
These fields are essentially vertical
polarized electric fields.

In other words, EMP is sufficiently
different froem any other electromagnetic
environment usually encountered that
protection practices and components for
non-EMP environments -- radio-frequency
interference, lightning, radar, etc., are
not directly applicable for EMP
problems.
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1.3 SYSTEMS IMPACT OF EMP

During the era of U,S. atmespheric
testing, the existence of EMP was known,
but the impact on electrical systems was
not fully appreciated until some evidence
of actual damage to components or system
upset were accumulated. This absence of
esrly evidence was due to relatively un-
sophisticated test exposure hardware (such
as buildings, tanks, and jesps) together
with the subtle nature of the effects.

The most sophisticated test hardware
was usually associated with diagnostic
instrumentation and this did exhibit
noticeable effects.

Numerous examples of EMP-induced
damage or disruptions were observed during
our atmospheric test programs. This
photograph of a damaged cable shows an
arc-type puncture. Other types of de-
gradation attributed to EMP ranged from
the tripping of a street light system to
disruption of timing circuits for a com-
munications system.

Since the signing of the atmospheric
test ban treaty, the United States effort
has refined the understanding of how EMP
is generated to a point where good agree-
ment exists between the theoretical re-
sults arnd observed measurements taken
during the atmospheric tests. How EMP is
coupled into systems and how components
and subsystems are degraded has also re-
ceived emphasis.
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Effort was also devoted toward simu-
lating experimentally the EMP field at
threat levels. Even over relatively
small areas, such as that occupied by a
missile, this non-nuclear EMP simulation
has proved to be a very difficult and
costly problem because of the large ampli-
tude and unique waveforms required.
Shown, together with a missile being
tested within the wooden structure, is an
early (1968-1970) criteria level EMP
simulator. Later generation EMP simu-
lators and illuminating structures are
discussed in Section VII.

Modern sophisticated transistorized
systems have teen experimentally exposed

to simulated EMP environments. These
tests show evidence of significant damage
and extensive performance interference.
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A Conclusion -- EMP i3 a Problem

The results developed from labora-
tory EMP sencitivity tests on components
and electromagnetic coupling analysis
further confirm this experimental data.

EMP Coupling to Systems

For energy to enter a system and re-
sult in performance degradation, the
energy must first be collueted by the
system. This energy collection process
can be considered to be the same as for
any antenna system.

The asymmetrical flow of charges
caused by a nuclear explosion causes
electromagnetic fields to be radiated
away from the burst point. These fields
cause a corresponding flow of charges, or
electrical currents, in distant metallic
conductors. This ieg comparable to the
way the electromagnetic fields from a TV
transmitter set up currents in your roof-
top TV antenna.

Any metallic object exposed to
electromagnetic fields can be a collector
of electromagnetic energy; that is, act
like an antenna, even though it was never
intended to be that. Generally, the
larger the metallic structure, the greate:
is the amount nf intercepted EMP energy.

A R A e
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Herein lies an important difference
between other nuclear weapons effects
(such as thermal, blast, and transient
radiation) and EMP. Thes> non-EMP effects
result from just the energy incident on
the sensitive component, rircult or sub-
system. In the case of EMP, the energy
is gathered by antennas, long exposed
catles and transmission lines, or other
long exposed conductors. A large fraction
of this gathered energy can be impressed
on a eensitive component, such as a
transistor, and cause either permanent
degradation (burnout) or false responses
(upsen) of a system,

Other Effects EMP

.
.
~

Pseudo " Focussing Effect”

t o) Incident
Just Energy of Energy Coliectore

on Component or
Subsystem

System Sensitivity to EMP

The sensitivity of a system to dis-
ruption due to EMP is a function of the
system characteristics (1.e., digital or
analog, frequency of operation, configu-
ration, etc.), and of the components used
in the system.
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Laboratory tests have demcnstrated
that vacuum tube systems are many times
more resistant to permanent damage from
EMP than semiconductor systems, and 60 Hz
motors even more resistant than vacuum
tubes; but even wotors car be dampged 1if
connected to a very large energy-collect-
ing structure.

The replacewent of "harder" vacuum
tube systems by ''softer" transistors or
integrated circuit systems was an aspect
which wac never considared during the
atmospheric test period. This evolution
of systems using components that require
interently less power has reaulted in an
increased susceptibility tc EMP.

more sensitive {0

Digital computers are extremely
sensitive to EMP. Here it makes littie
difference whether vacuum tubes or tran-
sistors are used. It can atfect opera-
tion of a computer by introducing Zalse
signals or by erasing information sgtored
ir memory banks. Very swail amovnts of
energy may perturb such things as the
flight path of a missile, momentarily dis-
rupt display devices, temporarily upset
the operation of many other typss of elec-
tronic gear, etc.

Tests on systems have demonstrated
an "avalanche effect', wherein very small
amcunts of EMP can "dump" huge amounts of
stored electrical energy which normally
orccurs within a system. This can set off
an electronic/electrical '"landslide" which
could damage components or jam communica-
tions systems., This is somewhat analogous
to a tiny spsrk igniting « forest fire.
In fact, EMP-incuczd "sparks' could well
igrite fuel-air vapors or deconate amnu-
nition under the proper conditions. A
weil-publicized example of an 'electrical
avalanche' due to a small component faiiure
was the Northeast power system blackout.
This, of course, was not induced by EMP.
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Most of cur electronic systems are
designed to be frequency selective, (i.e.,
operite over a narrow frequency band),
and, therefore, respond differently to
the EMP spectrum. As we have seen, the
EMP spectrum is very broad, but it cer-
tainly is finite. Whers the energy
couples to the sgstem (power line,
antenna. etc.) etermines the spectral
coritent and the energy transmitted to
sensitive corponernts within the system,
Therefore, all systems will not be suvs-
ceptible to EMP nor will they respond in
the same manner or to the same extent.

Examples

What does this mean in more specific
terms? A few hypothetical system ex-
amples may be illustrative. Corsider a
communications complex. The most likely
EMP effect would be temporary interrup-
tion c¢f communication service. This cen
occur even though no permanent damage
requiring parts replacement cccurs. Where
EMP protection was not considered, it hes
been shown that one EMP pulse could im-
pair szrvice of certain portions of the
system for as long as 20 to 40 minutes.
Burnotuit of key components is somewhat
less likely, but always a possibility,

In the case of strategic systems
and some tactical systems, no impairment
of the system can usually be tolerated,
even for a few seconds. For example, EMP
pickup in the control system of an in-
flight missile could perturb the flight
so much as to cause breakup of the missile,
could disrupt the count-down of missiles
being readied for firing, or could impair
the comnand and control during critical
times,

In the case of tactical systems,
many of thece i#ystems are required to
survive the effects of the nearby deto-
nations of a low-yield nuclear weapon.
Here it makes lirtle sensc to invest
millions of dollars in blast, thermal,
and TREE protection without providing a
comgarable degree of EMP protection as
well,

Consider a hypothetical, anti-air-
craft, five-control, and fighter-director
tactical system, One EMP event has the
potential to "erase" all of the recorded
data supplied by uver-the-horizon picket
aircraft and shipa or distant sensors
even thcugh no peruwanent damage occurs.
This one-fo-ten minute potential service
interruption could allow an enemy bombe:
enough of an advantage t{o destroy the
system.

FRE YT TR 0 P R S



Nuclear war without a direct USA in-
volvement is a velevant part of EMP wearon
effects scenarios. A nuclear detonation,
a continent away, must not functionally
damage vital radic communicatinn liunks
from the USA t.; tactical units -- ships,
aircraft and ground urnits stationed near
the conflict.

The photograph dramatically illus-
trates some of the pseudon-focusing or
field-gathering effects. In this case,
the EMP field intensity has been
"gathaered" (or more correctly, enhanced)
by a factor of about 100 times. This
"pseudo-focusing' was sufficient to ion-
ize the air near the blade tips, as shown
in this photograph taken of a rotor blade
of a helicoper undergoing nighttime EMP
simulation tests.

Summary

The 3,000 mile high altitude elec-
tromagnetic EMP effects radii occurs
because of:

1. 1large source region,
2. very intense fields with char-
acteristics mnever normally

encountered,

3. "focusing effect" of energy
collection,

4., extreme sensitivity of modern
components and subsystems,

5. "house-of-cards' design of
systems.

LR G
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From the foregoing, we can see that
EMP guaceptibility 1is a three-factor
function:

® Energy collection; collection
efficienty (size) of structure,

® Fraction of collected energy
eppliied to sensitive cowmponent,

® Sensiiivity of component to
dauage or upset (interruption).

The potential disruption effects of
EMP must be considered for all systems
because of the ever-increasing dependence
on modern sophisticated electronic/elec-
trical systems for both military and
civilian uses.

Thus all systems of any importance
should incorporate features and tech-
niques to counter the EMP effects, as
required. A number of systems have al-
ready been demonstrated to be protected
and many more systems are currently
being EMP-hardened.

Thus, the central issue today is
PROTECTION.
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1.4 EMP PROTECTION PRACTICE

EMP protection is achieved through
three basic activities: design and analy-
sis, protection incorporation, and test
verification. Each of these activities
continues throughout the various phases
of a hardened system design. Any EMP
protection scheme, however well designed
initially, must be implemented and con-
tinued through good quality control during
production, good maintenance practices
during its operational period, and control
of any retrofit or field modificationms.

Design and Analysis

Design and analysis of protection
measures is required to:

. Identify protection require-
ments -~ define how much pro-
tection is required, and which
portions of the system/sub-
system/equipment needs pro-

tection.
° Select and specify the pro-
tection scheme -- how will the

required protection be achieved.

. Guide the test and verification
phases of the program -- estab-
lish the test requirements and
revel of tests (i.e., component
or subsystems laboratory tests
or full system tests).
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Many analytical tools are available,
but they are generally restricted to
evaluation of idealized configurations.

In order to apply these tools to real
systems, it is necessary in mest cases,

to make simplifying assumptions. This is
achieved by deriving a simplified physical
model which can then be modeled mathe-
matically for computer aided analysis.

Depicted is an example of what is
perhaps or.e of the most common forms of
EMP system coupling -- the inadvertent
conductive loop.

ANALYSIS: Consider this complex as

il

Xy

A highly simplified physical model
of this structure would be a loop antenna
cf equivalent cross sectional area. The
coupling to such a loop can be expressed
mathematically and solved for the current
and voltage in the loop.
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Such idealizations are often
adequate, because of the broad uncertain-
ties in nonsystem factors -- such as the
probable threat range the compiexity of
surrounding media (earch) and other in-
stallations, and the prohabilities of
off-nominal system employment.

More sophisticated models can also
be developed, and many accurate models
and techniques are available, if greater
accuracy is needed. Examples of more
sophisticated models and how to use them
are presented in Section V.

Protection Incorporation

There are two aspects to achieving
EMP protection for our systems, Pro-
tection is realized by rchoosing the most
appropriate protection concepts and
implementing these concepts through good
design and hardness assurance practices.

Protection Concepts

For protection of a system against
damage (that is permanent degradation),
we have the alternatives of: (1) keeping
the energy out of the system, (2) keeping
the energy from reaching the sensitive
components having allowed it to enter the
system, and (3) reducing the sensitivity
of the system through the use of harder
components.

For damage protection,
REDRUCE:
* EMP EXPOSURE
* COLLECTION & COUPLING EFFICIENCY
* FRACTION OF APPLIED ENERGY
« COMPONENT SUSCEPTIBILITY

AR eey e e sAn e s
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Keeping the EMP energy out of the
system can be achieved by reducing the
EMP exposure of parts of or the entire
system, or by reducing the collection
and coupling efficiency of the system.

The level of the EMP environment
can be reduced by:

¢ Shielding the system, or
portions of it, in metaliic
shialds or by earth burial,
for example.

e Geometric arrangement can
result in fewer or shorter
cable runs or different coupling
geometry.

® Geographic location, especially
if multiple redundant systems
are employed, can reduce the
environment at least for some
of the systems for surface
bursts.

® Grounding control to minimize
inadvertent coupling loops.

" . !
o R
1 H
|

geometry

groundlni:}

" shielding
geography
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The coupling efficiency of the

energy collector may be reduced by re-
ducing its effective collection area.
For example, one may shorten an antenna,
for certain HF band or strong signal com-
ditions, or rearrange equipment in ovder
to shorten cable runs between units. Non-
conducting data transmission systems, such
as fiber optic or dielectric wave-guide
systems, are also a good alternative to
eliminate the cable coupling problem,

TO PROTECT:

The fraction of the collected erergy
which is applied to a sensitive component
may be reduced by introducing an amplitude
limiting device, such as a spark-gap, a
filter, or a disconnect mechanism between
the energy collector and the component.

AMPUITUDE SPECTRUM DISCONNECTING
LNNTING LINITING

Protection against EMP may also be
achieved by choosing less sensitive com-
ponents or subsystems. For instance,
vacuum tubes are more damage-resistant
than transistors. Their incorporation,
however, might c.»:ate other problems.
Semiconductors that are inherently more
regsistant to transient damage could, how-
ever, be selected.
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In addition to permanent degrada-
tion (damage), there is the problem of
operational upset in many systems. Oper-
ational upset can occur at much lower
levels than damage, and therefore requires
a greater degree of protection. All of
the concepts associated with protection
against germanent damage can also be
applied for upset protection. There are
additional hardware and software ap-
proaches available to minimize the upset
problem.

CONCEPTS FOR UPSET PROTECTION

e ALL DAMAGE PROTECTION MEASURES
e HIGH LEVEL DIGITAL LOGIC

e CODING

» HARD MEMORIES

e EMP EVENT SENSING

e SOFTWARE CIRCUMVENTION

S R SR ATy Y




Using high-level digital logic, that
is logic circuits which have higher voltage
switching thresholds, reduces the proba-
bility that the EMP coupled pulse will be
of sufficient amplitude to result in a
logic state change. The use of reason-
ably long coded signal chains can further
reduce the probability that the logic
would err in terms of recognizing the EMP
induced signal as the correct signal.

i

time — =~

As in the case of damage protection,
the use of harder components can help to
minimize the upset problem. The use of
less easily upset memory systems, such as
magnetic drum or disk memories, is one
technique. This would permit storage of
important segments of processed infor-
mation or portions of the program in a
memory which would preserve this infor-
mation.

codes
to
upset
some
that

Error sensing and correction
could be included in the software
further reduce the probability of
or errors in the output data. 1In
cases, this is the only hardening
need be implemented.

EMP event sensing can be used for
error correction or to inform system
operators that EMP may have introduced an
error. In some instances, this could be
achieved automatically through the computer
software, such as an instruction to re-
process the information starting at a
point prior to receipt of the event signal.

Design Practices
of Protection Concepts

The foregoing are only protection
concepts which must be properly imple-
mented. The applicability of these con-
cepts to any system depends on the system
requirements including both operational
performance and environmental factors.
The design practices are the practical
details associated with implementing the
concepts.
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There are several viewpcints toward
a rational, balanced, and complete con-
sideration of these '“design practices".
The approach taken in this ccurse is to
categorize these practices according to
a hierarchy of application of the practice
ranging from the gystem level (overall
system protection) to terminal protection
using protective devices.

CATEGORIES OF
PROTECTIVE PRACTICES

* SYSTEM ASPECTS

SHIELDING

CIRCUIT LAYOUT

GROUNDING

CABLING

PROTECTIVE DEVICES

In this overview section, we will
look at a single feature of each of
these for orientation purposes.

The systems aspects are concerned
primarily with the concept of keeping the
undesired energy (in this case EMP) out
of the system. As such, these aspects
deal with the control of departures from
an ideal system from an EMP viewpoint.
The ideal EMP protected system is depicted
in the left hand portion of the figure.
"Reality" usually involves a large number
of potential 'violations" in terms of
apertures, conductor penetrations, and
so forth, as depicted on the right.

Ideal Practical

/ THIN SHIELD
oz OPENINGS

HEAVY. MANY -
LAYEREQ SHIELD

NO PENETRATIONS o i !

o g wasee o 1 e e




The cilrcuit laycut aspects are close-
ly akin to the svstems aspects. At the
system level they deal with the equipment
and intercabling configuration. At the
other extreme, the circuit card, they

deal with layout of printed circuit boards.

The dominant principle is the avoidanca
of coupling configurations -- most nota-
bly inductive lcops. Good circuit layout
practices apply equally to large calle
systems or to printed circuit pecckagos.
It is generally independant of circuit
dimensions.

Shielding design usually centers on
pragmatic compromises related to the
realities of constructicm ard febrication,
economics, and applicational requirements.
These generally tni' down ta:

) Wall thickness and integrity

. Apertures .- 'tightness"
] Penetrations -- necessary
conduntors.

Good shielding design criteria apply to

all levels, that 1s o.rrall sys:cem enve-
lope shields down to shielaivng of indi-

vidual circuits.
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Grounding is not a panacea, nor
should it be viewed as an EMP protection
practice by itself. However, if it is
not realistically viewed, it may make
things worse. In some nuclear test
instrumentatior systems, controlied
resistive grounds are purposely used to
promcote enexgy dissipation and to suppress
ground loop currents.

Here we see the most common -- and
most useless -- ''ground'.

, 2 inth metel red, § foat long
Werground resistances ~ 30U chwne (seawmter~ 1/4 ohm-m)

]



Cabling

Cable dosigﬂ represents an extension
of shielling and circuit practices in the
™: viewpoint. It is the aree in which
the worst compromises are often made in
the interestcs of economy. Gocd cabling
can be expensive, but EMP coupling via
bad cabling can be fatal. Here we illus-
irate this trend in coble ~wm-~trusricu,
(Theru way be additional shields around
individuai internal conducturs, of course,
which are not shown here). As stated
previously, nonconducting data trans-
rission links offer a potential alterna-
tive to the use of shielded cables. Their
applicability must be determired based

on the system prrformance requirements,
reliability of fiber optic or dielectric
wave-gulde systems, cost, etc.

CABLING-TH="OUTER CONDUCTOR"

sheath Wierlaced sond outer
singie layer diagonal fiat 4
apen wire atrip.closs conductor
loose Drald braid
, interlaced
parailed tiat
- dislectric :::cm « dielactne
.+ conductons conductors
BAD BETTER BEST

Protective devices such as surge
arresters, filters, and circuit breakers
are generally used after the other aspects
have been applied. It is not possible to
keep all the coupled energy out of the
system. These terminal protection de-
vices are to further limit this residual
energy at the terminals of equipments
employing sensitive components or circuits
from either damage or upset.

Pretaetive b ond Teshni
=~
Safety Coble
on Traller Nitah

Testing

Protection verificatlon is essential.
Originally, such test methods wers ad-
dressed to determining whether or not
existing systems real%y were vulnerable.
Todey, testing 1s used to verify the de-
sign hardness of systems ox equipments.

As important as planning and imple-
mentation of hardware protection is its
testing. The balances between laboratery
tests and full-scale simulations, and
between component and full-system tests,
depends on many factors, such as system
size, probable threat situations, unavoid-
able susceptibilities, and so forth.
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The reasons for testing are summa-
rized below:

Why Test?

Verificetion of analysis
Extention of analysis
Surprises

Quality assurance

. & & & @

Certification

Testing, in some cases, is for the
purpose of verifying analysis and the de-
eign of our systems. It provides confi-
dence that what we did was correct. On
the other hand, due to the required simpli-
fying assumptions used in the analysis
phase, the test phase reveals obscure
coupling paths or system degradation (sur-
prises). Finally, testing provides ur~ a
mesans of assuring the quality of the end
product and for production control.

To illustrate the need for testing,
several typical surge protection com-
ponents were tested. EMP waveforms, having
very fast rise times, short durations,
and high peak voltage, were applied in-
stead of the usual test waveforms based on
lightning or other more common surge-test
requirements. In the cases of two of the
protection approaches, the data sheet
ratings were not exceeded by the EMP test
waveforms. In all cases, these protectiou
components were destroyed. High current,
fast rise-time pulses can be applied di-
rectlz to the circuit being tested, using
a high-power pulse generator. Such lab
tests can add assurance that the system
will pass full-gscale simulation tests.

A simulation of the radiated EMP
envircnment can also be created (see
Section VII). For example, the ARES simu-
lator is built as a very large trans-
mission iline and produces EMP-like fields
in the space between the towers.
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A final test of the complete system,
in a fulT-scaYe simulator, is a desiratle
goal. But, at present, this 13 sometimes
impractical, for example, in an extended
comunization network or free-field
illumination that has to be augmented
with direct pulse injection techniques.

1.5 PROGRAM PLANNING

FMP is a system problem and, there-
fore, must be considered on & system
basis during all phases of system design.

Consider EMP in all phases:
concept N prototype R

o ,
development production
e N BT T T TR R 1]
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The specific management AY roaches
to EMP for any given system will depend

‘on many factors -- people, funids, equip-
ments, existing organ‘zational structure --
but must be considered at all levels.
Management must have visibility of the

EMP control program and provide authorij-
tative direction fnr resolving conflicting
requirements.

-l

EMP considerations at the system
level are concerned initially with threat
definitions, and establishing the pro-
tection philosophy. As the program pro-
gresses, management is concerned with
review of the harcening program at the
system and subsystem levels, and insuring
that the hardening is properly incorpo-
rated.

CSTABL BN
TWREAY

.

ESTABLISH AND

PERCORM SYSTEN gsTABLIS
HARDENING "~
TESTING

EMP is a challenging management
problem. Uncertainties regarding ana-
lysis and testing are the basis for this
challenge. More important, the state-of-
the-art of EMP is still evolving. Time
and funding allowances must be made for
adequate personnel training. Lastly, as
reiterated previously, EMP must be con-
sidered for the entire life of the
system.

I-1b
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EMP IS A CHALLENGING MANAGENENT FROBLEM

¢ Uncerfainties of Analyses

Difficulties of Testing

State-cf- Arl

Limited Focilities
* Personnel Training
¢ Total System Life

Part of the challenge is the state-
of-thc-art. The currently available
information, as exemplified by the Hand-
books and other references in the area,
is directed primarily to a discussion of
the EMP phenomenology, electromagnetic
interaction, hardening concepts and imple-
mentation guides.

The more developed electromagnetic
interaction areas, such as radio frequency
interference or lightning, have available
commonly accepted design nomog:aphs and
charts which can be used reliably to
select components or implement designs,

This "technology base" for RFI and
lightning has taken many years and millions
of dollars to develop. A similar develop-
ment has yet to '"mature'" for the EMP
problem area. As a result, the currently
available information must be translated
into the specific needs of the EMP harden-
ing plan. This will take money, peorple,
and training time for this purpose. 1In
other words, there 1s no easy way out at
the present time.

Currently Availoble !nformation

Pranomenclogy  Couping  Responss  Hordeming Concepts Examples
In
Impl Guides

$ + People + Troiung Time

Tronsiated
L
Fixes, Nomogrophs, Charls, Components, Hordening Plon, Test Plan,
Mantenance Plan, Construchon Guide, How -To- Do - 1i Cook Hooks,
Specifications, Test Procedwss, Quahty Control, Modification
Procedures, Fuid Personnel Trainng, Retrofit Control

atien




An adequate base of personnel quali-
fied to handle EMP problems often does
not come easily. Mandgewenl shoull .on-
sider a planned education perlod for the
training and education of personnel. Past
experience has indicated at least one to
two years of direct involvement is required
to develop a capebility for adequately
dealing with EMP interaction and hardening
problems.

In addition, this training period
should allow for a few mistakas. One
such apgtoach is to initiate the EMP hard-
ening efforts with what might be termed
a ''test-bed" program. During the course
of this test-bed program, the necessary
analysis, testing, and hardening are de-
veloped in terms of a consistently funded
and well-laid out effort.

FPERSONNEL CHALLENGES

* Planned Capabilities Development
* One To Two Yeors

* Plon For A Few Mistakes

Hardening a system against EMP is
not a one-time effort. EMP protection
must be considered from the time of in-
ception throughout its life cycle. If
the system is to remain hard, EMP control
must be exercised during the production
and operational phases including contrecl
of all modifications.

A
N 5 3 OK &b
|-}
nesption Furding o
Preot O/ Rvetam Proshaction Oparetion
Concapt RAD
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One of the major challenges to man-
agement is meeting the funding require-
rent= to provide adequcta hardening. In
many cases, thie can be don duriug che
inicial grogram planning phases. If this
is not always possible, especially for a
program in being, one approach has been
the so-called hardware trade-off approach,
which trades off a large number of systems
of unknown survivability for a somewhat
smaller number »f systems with assured
survivabilicy.

Another approach has been tc minimize
the need for hardening for the close-in
source-region threats by employing geo-
graghic dispersal and increasing the
number of systems somewhat.

Another approach can consider mint-
mizing peacetime reliability costs and
converting the dollar savings into as-
sured survivability,

MEETING THE 8 CHALLENGE

Program $ Initially
OR

Trade-Off Large Number Systems of Unknown
FOR

Somewhat Smaller Number of Systams With
Assured Survivabitity.

In general, the bulk of EMP hardening
costs are roughly independent of the re-
quired protection level, once the decision
is made to prectect. Typical EMP harden-
inp costs (if incorporated early) for
strategic systems can be on the order of
a few pervent of the system cost. If
retrofitted, costs can easily rise in
excess of 10 percent of system cost, to
nearly the original system cost in some
cases.

ey
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Management must also provide for the
necessary equipments tc conduct the EMP
hardening program. Typical equipment re-
quirements for a complete EMP hardening
program would range from computers, lab-
oratory impulse test equipment to large-
scale simulators.

Contractors (both prime and, in some
cases, subcontractors) could be expected
to possess or have access tu the neces-
sary computers to conduct the required
analyses. Depending on the complexity of
the test requirements, coatractors could
be expected to have at :.ast limited labo-
ratory test setups. For the more complex
subgystem type tests, sophisticated labo-
ratory and field testers are available

at the lead laboratories of the Army,
Navy and Als Force. These large-scale
free-field simulation facilities are
constructed, maintained and operated by
DMA, and the three services' lead labo-
ratories.

In order for management to establish,
review and control an EMP program, es-
pecially for large complex systems, they
must have a formalized reporting structure,
These reports have often been denoted as
"White Paper'" and assessment reports.

Identifying the nuclear weapon
threats to the system in context of the
mission of the system is often called a
"White Paper".

Delineation of these threats deter-
mines the resulting EMP environments
which must be considered.

subsystem
design  prime
groups  contractor

t ¢

weapon likely
threat definition of nucisar e torgeting
study effects on system circumstances
(intelligence) — (intelligenc)
system
performance
requirements
(user)

The assessment reports initially
translate the EMP threats in terms of
the testing, analysis and hardening re-
quirements. Later on they can be used to
review progress toward achieving an EMP-
hardened system.

ASSESSMENT REPORTS |
|

t

PERIODICALLY INDICATE STATUS IN:

* HARDENING CRITER!IA AND IMPLEMENTATION

» TESTING

® ANALYSIS
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On the basis of past experience, it
is suggested that careful review of the
EMP program be periodically conducted for
nossible trouble areas, such as preoccu-
pation with one area, for exauwple, shield-
ing or terminal protection, at the expense
of other areas. Above all, the EMP pro-
gram must have good visibility and manage-
ment,

The EMP hardening features must be
maintained during production by proper
quality control and during use by edu-
cation and training of personnel, as well
as by periodic inspection and retesting.

While many of the program planning
aspects are self-evident, the most im-
portant are summarized here.

systom
threat
definition
visible
EMP organization ¢ analysis
EMP QC.
tion EMP

tost
facilitios

1.6 STATE-OF-THE-ART

Today, the stacte-of-the-art is con-
sidered to be sufficiently advanced to
permit the cost effective hardening of
most military hardware with a high assur-
ance of acceptable EMF hardness level.
The information that is available is in a
form to provide guidance in the design
and implementation. The answers to
specific questions are not generally
available if programs have not been in
existence to attack them.

A number of information sources are
available, such as the DNA handbook, ser-
vice laboratory handbooks, DNA Protection
Engineering and Management Notes, AFWL
Note s2ries, technical reports, specific
system reports, and so forth.
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A library is maintained by DNA-
DASIAC at G.E. Tempo in Santa Barbara,
California which includes most of the
report documentation. A computer pro-
gram library is maintained by the Lawrence
Livermore Laboratory, Livermore, Cali-
fornia under DNA fuading. Data files
(computer storage and retrieval) on semi-
conductor and component damage levels,
computer programs of special nature, and
technical libraries are also maintained
at the service lead laboratories.

Both analytical and empirical up-
proaches are required to realize a hard-
ened system. Neither can be exclusively
relied vpon. The number of uncertainties
and unknowis is so large that one approath
is often used to confirm the results of
the other appronach.

Py 7
LIMITS of ANALYSIS
LIMITS of TESTING

At the present time, our analytical
capability is sufficient to acsess the
EMP hardness of systems and tc desgign
future systems EMP hard with reascnable
confidence. There are still limitations,
due to the assumptions we must make, to
our analytical capability so that we must
still reply on testing to verify the ana-
lysis and uncover obscure problems.

s R SRR M 505,



The specific EMP response is highly
dependent on obscure detaills not gener-
ally controlled during manufacture or
design (such as the type of corrosion
protection employed, extraneous coupling
path, etc.) Further, the number of de-
tails important in the electromagnetic
interaction seuse can be quite large,

For example, typical electronics sub-
gystems may have as many as ten thousand
potentially susceptible electronics com-
ponents and related couvpling paths. The
electrodynamic analytical techniques are
amenable only to fairly simple structures
and limited number of components. Speci-
fic component responses cannot be ana-
lytically mcdelled because much of the

basic informstion has yet to be developed.

ANALYSES AND STUDIES

CAN: find problem areas
identify likely areas of ‘'weakness
provide design assurance
guide test approach selections
confirm test results

CANNOT: identify specific levels of vuirerabdility or
susceptibiiity for a complex system
tind specific weak points
selec. more or less susceptible components

WITHOUT RESORTING TO TZ=STING

Like other electromagnetic problems
in RFI (Radio Frequency Interference),
HERO (Hazardous Electromagnetic Radiation
Effects on Ordnance), or TEMPEST (Compro-
mising Electromagnetic Emissions from
Secure Communication Equipment), empiri-
cal testing is required. However, an ex-
clusively empirical approach has obvious

limitations because the very act of making

a measurement can upset the test and

introduce extranecus data. Further, test-

ing alone can become very expensive if
all aspectc of system hardness must be
developed experimentally, especially for
widely dispersed systems or for systems
which must survive above ground within
the sourcé regions. Finally, many times

a test specimen is not available, such
as during the design phase, so analysis
is the only available tool.

TESTING

CAN: validate analytical approaches
contirm design

. h

o o

susceptibiilty

reveal ghetic
provids final quality assurance

for compact system

CANNOT: relate test method to threat
determine if tests are propurly uonducted
economically iest widely dispersed systems
test for many “source region” threats
WITHOUT RESORTING TO ANALYSES AND STUDIES

»
2
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1.7 SUMMARY

In summary, the EMP from a high-
altitude burst can affect substantial

fractions of the earth's surface without

significant contributions from other
weapons effects. The waveshape, field
intensity and spectral content of the
pulse are unlike those normaliy experi-
enced due to man-made or other natural
sources.

Hardening to EMP from a high-alti-

tude burst must be considered for almost
all important systems, even though other

weapons effects may not be important.

The EMP from a surface burst is
more restricted spatially. It has an
exceptionally large and abnormal wave-
shape within the source region. Within
the source region (or near to it) where
the EMP poses a major threat, the other
nuclear weapons affects must also be
considered. The system must possess
"Balanced Hardness" with respect to the
other nuclear weapons effects of blast,
thermal, radiation, etc.

Based on somewhat scattered data
developed during the period of atmos-
pheric testing and extensive information
based on thorough analysis and experi-

mental simulation, EMP can cause function-
al damage or operational upset, especially

for the more sophisticated systems em-
ploying transistors or those highkly de-
pendent on digital computation. Today
electrical and electronic systems can be
protected. The cost of this protection
will vary with the nature and mission of
the system. The most economical and
effective protection is realized if the
hardening effort is considered early

and made an integral part of the system
design.

Systems CAN be protected

costs vary but it's kest to
begin at the
Seginning i 8
. 7
R e
\\; ;_”JL-J !!j ll!
T
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The re.: of the course will pro-
vide a more detailed and technical
insight into how to carry out an EMP-
hardening program.

It is designed to provide an aware-
ness of the various approaches whic
might be used for your system.

The various "tools,'" analytical
or experimental, will be discussed and
their advantages and limitations pre-
sented.

A few examples will be given on
how these 'tools' may be used.

But we cannot make "experts' over-
night, nor will attending this course
provide all of the answers you nead.

THE ENGINEERING COURSE
WHICH FOLLOWS WILL PRESENT:

*WHAT "TOOLS" ARE AVAILABLE
*WHEN THESE MIGHT BE USED
*HOW TO USE THEM

L L e v e A f———— A
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SECTION II

INTRODUCTION TO THE TECHNICAL COURSE

As an introduction to the technical
portion of the course, the objectives of
the course and the content of the course
will be stated. Further, some basic
electromagnetic principles, which are im-
portant for understanding what will be
covered subsequently, will be reviewed.
Finally, some EMP and system character-
istics which are referred to threughout
the course will be defined and discussed.

2.1 COURSE OBJECTIVES

The overall objectives of this course
are to proviig an awareness of what EMP
is, what if5s “apact on systems may be,
what tools are avezilable to assess the im-
pact on gystems, and how to protect against
the effects of EMP.

Many of the answer:: are still being
worke.. out for particular systems appli-
caticns in regard to the:

Methodologies
Analyses
Protective Techniques
Test Techniques
Maintenance

These answers are in a state of evolution.

EAP Hardeaing is a Ditficult Problem

Questions Answers
Nothedologles ?
Avalyses ?
Pretective Tachaiques ?
Tost Tuchniques ?
Neinterunce ?

ro
I
—

As a consequence:

[ There are no easy, optimm, or
cookbook approaches which are
applicable to all systems. To-
day, each system is treated as
an independent entity, using
past efforts for guidsnce.

° There are no universa® -arden-
ing techniques or devi: .3 which
apply to all cases. The re-
quired protection for each case
must be determined based on the
threat and the mission require-
ments,

° There are no optimum analytical
or test approaches for all cases.
These must be determined based
on the system configuration,
complexity, goals of the program,
and costs.

Hence, we will present to you several
approaches to the EMP problem. We hope
to provide enough background to enable
you to select the "best'" combination for
your needs.

There are No Easy Answers
No “‘One and Only”
Right-Way

The course can only reflect the
state-of-the-art; so do not expect to
come away from the course loaded with
"nomograph-chart'" solutions, '"cookbook'
formulas or standardized approaches which
can be briefly reviewed and routinely
applied to vour system.



We hope to tell you something about
the problem, what '"tools'" are available
to help solve the Problem, the limitation
and advantages of "the tools,'" what the
hardening concepts are and how to apply
them, and how some people are approach-
ing the overall problem. We hope this
will be sufficient for a first-cut assess-
ment planning effort to formulate programs
for dealing with the EMP problem. Ex-
amples to illustrate these will also
be given.

What to Expect?

The State-of-the-Art.
* Concepts

* Methodologies
+ Tools
* Applications

* Examples

In three days we cannot turn you
into EMP specialists,

We do not intend to teach you basic
mathematical processes, such as Fourier
transformations, how to program SCEPTRE,
or other computer codes, etc.

We are not going to make you into a
nuclear physicist, simulator designer,
or high-voltage specialist.

You yourselves will have to apply
and enlarge your existing skills to the
EMP problem based to some extent upon
the summary of all the disciplines, skills
and approaches presented during the
course.

In the three days allocated to the
"EMP'" Awareness Course,' we can only hit
the high points of a multi-disciplined
problem., References are provided to
assist you in your future efforts and
applying the information and tools which
have been developed.

In Three Days We Can Only Hit the High

Points of a Multi-Disciplined Problem
Nuclear Physics Program Management
Applied Math Design Practices
Field Theory Quality Control
Circuit Analysis EM Maintenance
Field Measurements Operational Training

Test Simulation

2.2 BASIC ELECTROMAGNETIC PRINCIPLES

To adequately describe or character-
ize electromagnetic phenomena in nature
(in this case the EMP phenomenon), re-
quires familiarity and understanding of
some basic field quantities. These field
quantities are listed below along with
their units in the rationalized MKS
system of units as a review.

ELECTROMAGNET!IC FIELD QUANTITIES
ELECTRIC MAGNETIC
> ->
E = Electric Field H = Magnetic Field
Intensity Intensity
(volts/m) (amps /m)
¥ = Electric Flux ® = Magnetic Flux
(coulombs) (webers)
> >
0 = Electric Flux 8 = Magnetic Flux
intensity Density
(coulombs /m? ) (webers/al)
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It is essential to keep in mind that
in a time varying electromagnetic field,
the ele&tric field (%) and the magnetic
field (H) cannot be created independently.
Coexistence of the electric and magnetic
fields 13 a prerequisite to the establish-
ment of an electromagnetic field. At low
frequencies (Z 10 kHz), the electric and
magnetic fields are often considered sepa-
rately for simplification of shielding
analysis and design.
cles this is a very good approximation,.
True separation of these fields only ex-
ists in the static (de) ase, however.

Coupling of Time-Vearying
Electric and Magnetic Fislds

Charge ———a E

Staetic Fields -
Current———= H

Charge ———=e- E

Time-Varying 1]
Fields Current————» H

The relationship between the electric
and magnetic field is given by:

B,
H
where
n = characteristic¢ impedance of
the media

n, = 377 @ is the characteristic
impedance of free space.

The medium also plays an important
role in formulating the electromagnetic
field. The parameters of the medium pro-
vide the necessary link between various
electromagnetic quantities. The more
important medium parameters and their
units, and the rcle they play are indi-
cated here.

SO A . s

At these low frequen-
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Relati e B \ Floid
Ou.nmln nnd Porumoun
of the Medium

Parameters of the Medium

€ » Permittivity D« et
(FaradAm)

o Permeability i s ’Lﬁ
(Henrya/m)

a= Conductivity JecE
Mhos/m)

Electric fields are the result of
charge separation in the media. For
simplicity, consider the generation of a
static (dc) electric field. A simple
case is that of a parallel plate capaci-
tor, Impressing a voltage (V) across
the plates results in a redistribution
of charge on the plates as shown. Thi.
redistribution og charge results in an
electric field (E) between the plates.
The relation between the electric field
and the applied vcltage, in this case,
is given by:

E = % volts/meter

Generation of an Electric Field
n a Paraliel Plate Capacitor

Conducting Plate

+ i 4»»1 ﬂ
Littl [ -

Zigctric Fleld Linas

m




If we have a force which causes
charge separation, an electric field is
created. In this case, the force was the
applied voltage. For example, in the
case of EMP generation, as we will see in
Section III, the force causing the charge
separation is the nuclear detonation and
the resulting gamma rays,

The generation of magnetic fields
requires current to flow. Again for sim-
plicity, consider the static (dc) case.
Consider, for a simple example, the field
between two current sheets carrying a
total current I, The total current is
related to the current density (J_ ) by
the relation s

I = JS

where
S = cross sectional area of the
current sheet.

This assumes a uniform current density
which holds only for the static case.
The resulting magnetic field (S) between
the current sheets is given by:

A

s
L 2Znd

amps/meter.

In + case of EMP, see Section III, the
cur..iut flow results from the interaction
of the gammas produced by the nuclear
der-nation with the media.

Geners n of a Magnetic Fleld Between Current Sheets

In many cases in field theory, the
events occurring at a point, or within
an incremental volume, are of interest.
In these circumstances, it is desirable
to define the relationships between the
current and voltage for the incremental
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volume. These are shown in the figure.
The concept of current density is use-
ful. For an incremental volume or area,
the current is uniform throughout, and
the current is related to the current
density by:

1 -3 - §
where
= ok
VvV = BEL
-« L
R &
0 = conductivity of the material
R = resistance of the material
for the incremental volume
E = induced electric field.

Ohm's Law for an Elemental Volume

4 -
f—— Vv ———
Conductivity = O

Area =
———
———-

— L —

R=-t-

j=cE o)




e VBRI RTINS B e

Direction of gower flow in a diastant
EM field is given by the POYNTING vector
and can be obtained by use of the right-
hand rule, as indjicated. Note that the
POYNTING vector, ¥, gives not only the
direction of power flow but also the power
density of an EM field in watts/m2.

Oirsstion ef Power ®low for » Rediated EM Wave

$= Poynting Vector
watts/m%

[ 21 £

Direction of Power Flow

2.3 GMP CHARACTERISTICS

The waveform of the EMP plays an in-
portant role in the coupling to systems
and the effects on systems. At this time
we will define the more important char-
acteristics of the EMP to serve as a base
of understanding for subsequent discus-
sions.

Two of the most important parameters
are shown in the figure. The rise time
(ty) is defined as the time between the
10 and 90 percent points of the leading
edge of the wave. The time to half-value
is the time for the wave to decay to half
amplitude on the trailing edge of the
pulse. These times determine the spectral
content of the wave.

“ wm.  om ‘ [ %
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GENERALIZED HIGH-ALTITUDE EMP ELECTRIC
AND MAGNETIC-FIELD TIME WAVEFORM

Equally important, in order to de-
termine the coupling to a system, is the
polarization of the wave. The polari-
zation is defined o' the basis of the
field vector. Vertical polarization is
when the E field vector is normal to the
direction or propagation and wholly with-
in the plane of incidence, Horizontal
polarization is when the £ field vector
is normal to both the plane of propaga-
tion and the plane of incidence.

The angles of incidence are the
vertical angle (¥) between the point of
observation and the burst point measured
from the location of the point of obser-
vation, and che horizontal angle (6) be-
tween the axis of the energy collector
and the direction plane of incidence.

Di(oction Of incidence

N

Antenna
{Collector)

ANGLES OF INCIDENCE




Other important parameters of the
EMP are the power deusity w/m¢) which
glves the total energy contained in the
pulse, the power flow which was defined
previously for an EM wave (i.e., the
POYNTING vec%or), nd the relationship
between the E and H fields (i.e., th
intrinsic impedance of the wave n = g/ﬁ).

2.4 SYSTEM/EQUIPMENT CHARACTERISTICS

The characteristics of a system/sub-
system/equifment from an EMP viewpoint
are those that influence (1) how the ener-
8y enters the system, (2) how much energy
enters the system, and (3) what effect
this energy has on the system.

Insofar as EMP coupling is concerned,
energy collgction by the system can be
related to E field coup%ing (linear an-
tennas or collectors), field coupling
(loop antennas or cable loops), or through
an intermediate conversion impedance @),
such as the earth, where the plckup is ~
sometimes directly proportional to the
apparent applied fields. These coupling
modes apply to both exposed collectors
or coliacters inside shielded enclosures
where the fields are reduced due to the
shielding. Examples of these coupling
modes are shown for the simpl fied case
of small structures (small conpared to
the wavelength of the highest freauency
cf interest, or less than about 2 feet
in length or diameter for a typical EMP
waveform) .

EMP Coupling
(o8
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v
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For lavger structures, the %eneral
case, the co%lection area and efficiency
must be defined. This is a function of
the system size and configuration. The
important aspect here is that, in gen-
eral, systems cannot be considered as
small structures over the vary large
frequency spectrum of the EMP, Conse-
quently, to determine how much energy is
coupled to the system, the response of
the coupling structure or collector at
all frequencies in the spectrum of the
EMP must be determined.

Other ways that energy enters a
system are through penetrations through
the enclosure. These penetraticjis are
such things as holes in a shieli (cou-
ducting enclogure), cable entries, or
other conductor entries (such :v¢ water
pipes, etc.). .

How much energy enters the svstem
and arrives at sensitive portioi.s of the
svstem is determined by the transfer
function of the system. The transfer
function is the ratio of the output ener-
gy versus the incident eneryy as a function
of frequency.

Systom Rospense to ERP
Tl [T}
AN/ S AN

T} MIN)[
Y iy lag W
n-Send Raspenes

Once the energy reaches a sensitive
portion of the system, it may result in
damage or upset. Damage is defined as
permanent degradation of the system, such
as component burnout, Upset, on the
othar hand, is defined as the temporar
impairment of the system, su:h"as clrcuit
breakers tripping or memory erasure in
computers, this results in a functional
impact,




e ] TATIR PR BRI R e TR 1

EMP Damege and Upsst

| 4

Systems are often referred to as be-
ing vulnerable to EMP. For a system to
be vulnerable to EMP implies that due to
its response to the EMP stimulus it can
no longer perform its mission.

System hardness is another term which
should be defined. The hardness level of
a system is a measure of its vulnerabiiity
to the EMP. To say a system is hard im-
plies that the presence of EMP will not
adveirsely affect the performance of the
systen.

System protection (zs used in Section
V1) is defined as the measures (fixes)
employed to render the system hard, (that
is, protect the system agalanst the effects
of EMP).

2.5 SUMMARY

This section bas served as an intvo-
duction to the EMP problem and presents
some of the important characteristics of
the EMP and systems. Further, it pro-
vides gsome basic knowledie of EM princi-
ples which are required for understanding
the discussions.
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SECTION I1I
EMP GENERATION AND CHARACTERISTICS

3.1 INTRODUCTION

A nuclear detonation releases large
amounts of energy, a portion of which is
transformed into an electromagnetic pulse
(EMP) . The basic generation mechanism is
the same for the exoatmospheric burst
(height of burst greater than 40 km), the
air burst (2 to 28 km), and tue near sur-
face turst (less than 2 km). The EMP
characteristics and the covera§e on the
earth's surface are considerably differ-
ent for each of the burst locations.

The relative importance of all nucle-
ar weapons effects, EMP, blast, thermal
and so forth, depends on the weapon char-
acteristics, the burst altitude with re-
spect to the earth, and the system position
relative to the burst location. Attention
will be focused on the radiated EMP pro-
duced by the exoatmospheric and near sur-
face burst. The radiated EMP due to an
alr burst produces a less significant ESP
problen for most systems.

Niscussion of close-in or source
region effects is limited to a brief dis-
cussion of what System Generated EMP
(SGEMP) and Internal EMP (IEMP} are. Dis-
cussions of how these environments couple
to systems or their effects on systems
arve beyond the scope of this course.
Further, other close-in effects of time-
varying air conduccivity, etc., are beyond
the scope of this course. Consequently,
the discussions in the remaining sections
are restricted to the radiated EMP,

Effects depend on: .
e <t B =

An energy flow disgram which illus-
trates the trausformation of energy in-
volved in the process of EMP generation
is presented in the figure. The energy
released from a nuclear detonation in
the form cf prompt gamma rays interacts

with the earth's atmosphere to produca
electrons and positive ionas. X-rays can
algo produce an EMP :t certain altitudes/
hurst regimes, but this phenomena is not
considered here.

. ThERSY ENERGY
WUCLEAR SANMA PHOTON e
EnEngy |TRANSFORIATION] T ey VRANSFORMATION | \gnay
————— P—‘
nucLEAR ATWOSPH RIC
sumy INTENACTION

This separation of charge produces
an electric field. The movement of elec-
trons constitutes an electric current
which has an associated magnetic field.
These fields are coupled and radiate pro-
viding the proper conditions of asymmetry
or geomagnetic field interaction exit.
In the case of the near surface burst,
the net charge scparation caused by asymme-
try of the deposition region due to the *
earth/air interface results in the radi-
ated fields. In an excvatmospheric burst,
the esrth's geomagnetic field bends the
scattered electron current moving away
from the burst point. This bending pro-
duces an efficient conversion of the
erergy of the moving electrons into a
radiated electromagnetic pulse.

Surface burst

TRCTARONS
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For both the high altitude and sur-
face bursts, intense fields appear in
what 1s called the deposition region.
The deposition region for a surface burst
is limited to about a two tc ten kilo-
meter diameter about the burst. For a
high altitude burst, the source region
can be on the order of 3000 kilometers
in diameter. This deposition region ex-
tends from about 20 to 40 kilometers in
altitude. In the deposition region,
weapons effects other than EMP (such as
radiation, blast, thermal, etc.), must
&lso be considared.

The electric field in the deposition
region can be in excess of 100,000 volts/
meter. Less intense fields appear out-
side the source region (the radiated
fields). The maximum fields on the eaxrth's
surface due to an exocatmospheric burst
are of the order of 50,000 volts/meter,
For a near surface burst, the radiated
fields utside the deposition region can
be on the order of 1000 - 5000 volts/
meter. The radiated fields from the air
burst are less intense than the cited
cases due to the near symmetry of the
deposition region.

The radiated EMP has a fast rise
time and thus has a spectrum which occu-
gies 8 major portion of the communications
and. Significant spectral energy is
present in the exoatmospheric EMP over
the frequency range of a few kilohertz c¢
100 megahertz.

In the case of an exoatmospheric
burst, a significant overpressure pulse
does not exist near the surface of the
earth, Almost all of the other prompt
weapon effects are diminished by the
atmosphere, so that the most significant
prompl weapon effect is the EMP. As
noted previously, the source region can
be quite large, in the order of 3000 km
in diameter. As a consequence, the radi-
ated fields from this source region can
cover a suhstantial fraction of the earth's
surface.

The size of the deposition region
i3 confined bg the atinosphere for the
near surface burst. However, the pres-
sure pulse. which causes structural dam-
age, 1s not similarly restricted but is
instead proportioral to the weapon yield.
Thus, in the case of soft systems from
an ov;;gresaute viewpoint, the most se-
vere exposure at otherwise survivable
contours is associated with the low-yield
near surface burst. If weapon systems
have high overpressure survivability
criteria, then close-in EMP for surface
bursts must be considered.

ity
it

Another nuclear weapon effect often
confused with EMP is communications "black-
out". This effect also results from the
ionization of the atmosphere due to the
nuclear detonation. In the ~ase of
"blackout" this ionization affects the
propagation path, that is, it changes
the effective height of the ionosphese
or increases the attenuation, such that
effective communications are lost.
"Blackout' does not interact with the
trrminal equipments resulting in damage
or upset as is the case with EMP. '"Black-
out"” is also a late-time (seconds to
hours) effect; EMP is a prompt effect.
"Blackout" will not be considered further
in this discussion.

3.2 BASIC ATOMIC AND NUCLEAR PHYSICS

To understand the basic energy trans-
formations from nuclear energy to EMP
energy requires a review of a few basic
facts from atomic and nuclear physics.
The discussion which follows will con-
sist of a review of atomic structure and
energy levels within the atom, nuclear
fission and the production of gamma rays,
and the interaction of the gamma rays
with the atmosphere and the conditions
for radiation of electromagnetic fields.

g




The structure of an atom can be visu-
alized in the familiar form cof a small,
positively charged nucleus surrounded by
an electron cloud. The electrun cloud is
held in place by the electric coulomb at-

traction between the nucleus and e}sctrons.
cm

The nucleus is on the order of 10~
in diameter, while the electron cloud is
about four orders of magnitude larger.

TNE ATOM

The nucleus is made up of protons
(single pcsitive charge) and neutrons
(zero charge). The nucleus is held to-
gether by intense, short-range forces
which are not yet completely understood.
These nuclear forces are so strong that
they ovevbalance the electiic coulomb
repulsion of the protons for each other.

., tlectric force
- »
nuclear foree @ *
- profrons

Atoms and nuclei exist in states
having certain discrete evergies. This
i{s the basis of the quantum theory de-
veloped by Bohr, Planck, and man{ others.
Tris theory gives a complete explanation
of chemistry and atomic phvsics. There
can be no doubt of its essential correct-
ness.

The energy difference of electron
levels is of the order of a few electron
volts. An electron can fall from one
level to a lower one, at the same time
emitting a quantum of li%ht (photon) .

The energy lost by the electrom is carried
away by the light quantum. For example,
"green' light quanta have energy of about
2.5 electron volts. An electron volt is
the kinetic energy gained by an electron
when it is accelerated through a potential
of one volt.

ELECTRON ENERGY LEVELS N AN ATOM

i
1

chdmfm“r. ____________
!

———— 1070 energy
. II r—-—72 T eledivke potential

in atom | . t.y volts
He 1 grovad leval (vormal stete:

The energy difference of proton
levels in a nucleus is of the order of a
few million electron volts. A proton céan
fall from one level to a lower one, at
the same time emitting a gamma ray (photon).
Again energy is conserved, There is no
difference between gamma rays and light
quanta except that gamma rays have about
a million times more energy per guantum.

Gamma rays are the principal cause
of radiated regiorn EMP. About 0.1% of
the energy of a typical nuclear bomb ap-
pears as prompt gamma rays. How does
this happen? Let us consider the fission
process in order to answer this question.

S awe e
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PROTON ENERGY LEVELS IN A NUCLEUS
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proton bownd \ 110 enerey
o a few miliion voits
in aucless  — ‘grownd level (normal state)

potential of
nuclear force

The protons in a nucleus repel each
other electrically. In a spherical niu.-
cleus the electric repulsion is over’al-
anced by the nuclear forces. Ordinary
nuclei are held spherical by a.suriace
tension. o

In large nuclei, the surface tension
is not strong enough to keep the nucleus
spherical. The electric repulsion tends
to make the nucleus elongate, eventually
dividing into two roughly equal parts.
This is the fission process. This is one
of the basic reasons why nuclei larger
than uranium do not exist in nature; they
are unstable against fission.

T TRSION oF TARGE NUCET )
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Some nuclei, like U235, are just on
the verge of belng unstable, If such a
nucleus is hit by a free neutron, it may
undergo fission. The fission process is
not neat and tidy as a few free neutrons
get lost in the rush.__These freed neu-
trons may hit other U235 nuclei, causing
them to fission.

We will now consider the concept of
a chain reaction. On the average, a freed
neutron travels about 10 cm before strik-
ing another U235 nucleus ang making it
fission. If the piece of U232 is teco
small (sub-critical) the freed neutrons
will escape without causing further fis-
sions If the piece of U235, is large,
(super-critical), the number of fissions
will grow exponentially with time, with
the number of fissions proportional to
et/t. The enfolding time 7 is approxi-
mately equal to the travel time of a
fﬁggd neutron before hitting another
U nucleus., This time is in the order
of 10 nanoseconds. The EMP can have a
comparable rise time.

Where do gamma rays come from? The
fission fragments are usually not born
in their ground levels, Free neutrons
collide with other nuclei in the bomb or
air or earth, knocking scme of these in-
to levels above the ground level. Gamma
rays are then emitted in transitions back
to the ground level.
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How do the gamma rays cause EMP?
The answer is through the Coumpton inter-
action process., Compton discovered that
photons can collide with electrons, krock-
ing them ocut of the atoms in which they
were originally bound. These Compton col-
lisions are somewhat like the collision
of a moving billiard ball with one at rest.
The recoil electron, like the ball origi-
nally at rest, goes predominantly forward
after the collision. Thus, a directed
flux of gamma rays produces, by Compton
collisions, a directed flux of electrons.
This constitutes an electric current,
which generates the EMP,

THE COMPTON EFFECY

Hew do the gomme reys cswse EAP?
Through the Compion scattoring process.
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We can now consider some order of
magnitude estimates of the energy involved
at each state of the EMP generation pro-
cess. A one megaton bomb releases 4 x 1015
joules of energy. About 0.1% of this en-
ergy, or 4 x 1012 joules, may appear as
prompt gamma rays. This amount of energy
is equivalent to that produced by a hun-
dred megawatt power plant running for
about 11 hours. A fair fraction, about
one-half of this, goes into the Compton
recoll current. Fortunately, most of
this energy goes into heating air rather
than into the EMP. About 10-3 of the
gamma energy goes into EMP; thus giving
about 10-6 of the bomb energy going into
the EMP,

3.3 EMP GENERATION

The previous section showed how &
nuclear detonation produces the gamma
rays and how these in turn produce the
Compton electrons. These basic physics
principles hold for all burst locatioms.
To generate a radiated EMP, however, other
mechanisms exist which differ with burst
location. This section will discuss gen-
eration of a radiated EMP and its char-
acteristica for the three burst locations.
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Deposition Region Fields

The gamma rays emitted by the nuclear
detonation are nearly symmetrical, any
arisotropy of the emission of the gammas
is small and of short duration compared
with other factors. The result is the
Compton electrons created move radially
away from the burst point and there exists
a radial symmetric current distribution.
The scattering of the eleztrons leaves
behind the heavier positively charged
parent molecule, This separation of
charge produces a strcng radial electric
field as shown in the figure.

CHARGE SEPARATION MODEL

For this symmetrical condition, no
magnetic field is generated and there-
fore the deposition region fields are non-
radiating fields. 1In the deposition
region 1in early tiwe, the Compton electron
current dominates and the radial electric
field rises rapidly. Due to additional
collisions, the Compton electrons pro-
duce secondary electrons which further
ionize the air and increase its conductiv-
ity. These secondary electrons under
the influence of the radial electric field
move and produce a conduction current whict
tends to reduce or limit the local field
resulting in the plateau at lacer time.

L — T :lv:‘
10°¢ 1077 10°¢ 10-% To i
Time (s)

GENERAL TIME WAVEFORM OF E,
IN DEPOSITION REGION
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Near Surface Burst EMP

A completely symmetrical system of
radial currents produces neither magnetic
nor radiated fields. The departure from
symmetry, in the case of the near surface
burst (less than 2 kilometers above the
earth), 1is provided by the earth/air in-
terface, resulting in a nearly hemispheri-
cal deposition region.

|

th wave
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redisl scymetric crvent distribution.

redisl symmetric corvent distributios.
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The deposition region is limited in
size (3 to 6 km) by the air density and
hence the distance the gamma rays can
travel. The average distance a gamma ray
travels before making a Compton collision
is about 200 meters at sea level, although
a few may go as far as a few kilometers.
The Compton electrons travel outward only
a few meters berfore being stopped by the
air. The deposition region it thus more
dependent on the absorption of gammas in
the atmosphere than on the yield of the
weapon.

Within the deposition region, as
discussed previously, a strong radial
field exists. The radial field has a peak
amplitude of approximately 100 kV with a
rise time of 10 nanoseconds. The earth
tends to short out the radial electric
field near it simce it is normally a
better conducter than air. Near the ground
the conduction electrons find an easier
path back to the positively charged cen-
ter by flowing down to the ground and
back ftowards the burst point. The result
is a current loop which generates an azi-
muthal magnetic field.

Cn e sgead st A s o e o

h Compton
ground :—:_:7~— CON uc, on electron
/[ magnetic field

A vertical electric field is re-
quired in connection with the vertical
component of conduction- current. This
vertical electric field can be regarded
as connecting Compton electrons in the
air with their image charges in the
ground. Thus, for a near surface burst,
the principle fields in the deposition
region are a radial and vertical electric
field, and an azimuthal magnetic field.

When viewed from a large distance
from the burst po#nt, the net fields are
the vertical electric and azimuthal mag-
netic fields. A vertical dipole can be
used as a source model for the radiated
EMP in this case. The dipole model is
depicted in the figure.
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J'= Net Current-Density Vector

Surface Burst
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ELECTRIC-DIPOLE MODEL.S OF SURFACE AND
AIR-BURST RADIATED EMF (ADAPTED WITH

THE PERMISSION OF THE DEFENSE NUCLEAR
AGENCY)

The radiated fields are character-
ized by an oscillating signal. The mag-
nitude of the radiated field falls off
inversely proportional to distance from

the burst. A rough estimate of the peak
electric field strength (Epk), where peak
is the largesc negative vague, is given
by:

E = 107 volts/meter

pk R
where R = radial distance from the

burst point.
A generalized time waveform is

shown. The Fourier transform of this

waveform shows the bulk of the energy
lies below 1 megahertz. The peak ampli-
tude at a distance of 10 km is about 1000
volts/meter.

The radiated field from a near sur-
face burst is predominantly vertically
polarized at :he earth's surface.
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GENERALIZED TIME WAVEFORM OF SURFACE-
BURST RADIAYED ELECTRIC FIELD (ADAPTED
WITH THE PERMISSION OF THE DEFENSE
NUCLEAR AGENZY)

= O
o o

Or
K
-

The relative magnitude of the
deposition region fields to the radiated
fields, indicate the near surface burst
EMP is a serious threat to most systems
within the deposition region. Outside
the deposition region, the EMP is a prin-
cipal threat to systems which respend to
very low frequencies or have very large
energy collectors.

Air Burst EMP

An air burst is defined as a burst
occurring at an altitude of 2 to 20 kilo-
meters above the earth. The EMP from an
alr burst is characterized by a strcug
radial electric field in the deposition
region and a weak radiated field.

The air density, in the range of 2
to 20 kilometers, is relatively dense
and quite uniform. This relatively dense
air results in a relatively short range
for the gamma rays and Compton electrons
as in the case of the near surface burst.
Consequently, no appreciable turning of
the electrons takes place in the geo-
magnetic field (see the discussion on
exoatmcspheric EMP), and therefore, thisg
mechanism does not resul® in a radiated
EMP .

Since the air density is also quite
vniform, orly a small net current asym-
metry exists resuiting in only a weak
radizted EMP. A dipole model, as used
for the near surface burst, can also be
used here. The radiated fields from the
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alr burst are similar in shape to those
of the near surface burst, with the peak
fields at least one order of magnitude
less then those of the near surface burst.

Due to the weak radiated fields, the
EMP from an air burst is a principle
threat to systems which may be within the
deposition region, in which case, the
other nuclear weapons effects must also
be considered.

Exoatmospheric Burst EMP

An exoatmospheric burst is defined
as one which takes place at an altitude
greater than 40 kilometers above the
earth. A typical exoatmospheric burst
geometry is depicted in the figure,

EMP FROM HIGH ALTITUDE BURSTS
EXAMPLE OF GEOMETRY BEING CONSIDERED

s-3
borst — \)~—~ outyoing pelse of gammas
“te

7 ’} - gemma ahsorbiag layer
oL

h = height of burst == 400 km
s = distance to horizon = 2,250 kw

A bigh altitede burst illuminates large goographical
regions with gamme rays

Above about 40 kilometers altitude,
the atmospheric density is sufficiently
smail that the high energy gamnmas are not
affented appreciably. The atmospheric
density is large enough that the gammas
are absorbed b Compton scattering below
40 kilometers. The gamma absorption is
nearly complete by the time they reach
20 kilometers altituda., The deposition re-
gion for a higzh altitude burst is thus be-
tween about 20 to 40 kilometers, which is
approximately 65,000 to 130,000 feet.

3-8

L

L e L.

- - - - - [ -
€' 16* 16* 10" 0 10° 10 10’

atmospheric density « gw

The Compton electrons are scattered
forward (downward in this case), within
the deposition re%ion as was the case for
both the near surface and air bursts.
These Compton electrons produce & system
of radial currents. As stated previously,
a symmetrical system of radial currents
will not produce a radiated field. In
an excatmospheric burst situation, there
are two mechanisms which produce the radi-
ated field: (1) the asymmetry due to
the space/atmosphere interface, and (2)
Compton electron turning due to the earth’s
geomagnetic field, It is the Compton
electron turning which dominates since the
electrons can travel greater distances,
and thus have more time to interact with
the geomagnetic field due to the reduced
atmospheric density.

The outgoing gammas from the burst
form a spherical shell which expands with
the velocity of light. Since most of the
gammas are emitted in about 10 nanoseconds,
the thickness of the shell at any instant
is a few meters. When the gamma shell
begins to intersect the absorbing layer
of the atmosphere, the Compton scattering
process begins.

At the altitude of the deposition
region, the stoppin% range of Compton re-
coil electrons is of the order of 100
meters. In traveling this distance, the
Compton electrons are strongly deflected
by the geomagnetic field with a gyro radi-
us of about 100 meters. The Compton re-
coil current therefore has strong components
in directions transverse to the gamma prop-
agation direction. This transverse current
radiates an electromagnetic wave that pro-
pagates in the forward direction.

The outgoing wave keeps up with the
gamma shell and 1s continually augmented
by the transverse Compton current until
the gammas are all abserbed. Then the
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electrvomagnetic wave goes on alone as a
free wave or pulse. Secondary electrons
procdaced by the Comptons make the air
conducting. This conductivity attenuates
the electromagnetic pulse. The amplitude
of EMP is determined by a balance between:

1. Increase due to transverse
Compton _urrent.

2. Attenuation due to conduc-
tivitcy.

MECHANISM OF EMP GENERATION

incidont
fomma ray-.
~

~
~

S Compten slectron doflected
S by geomagnatic fisld.

Compton scattaring ovent —

A summary of the process of EMP gen-
eration from a high altitude burst can
now be given along with important details
on the directional dependence.

Gamma rays are scattered from mole-
cules with the emission of Compton elec-
trons in the forward direction with
energies on the order of 1/2 miilion elec-
tron volts. The motion of the Compton
clectrons is modified by the geomagnetic
field. They follow a spiral path about
the magnetic field lines until they are
stopped by collision with atmospheric
molecules. As the Compton electrons col-
lide with atmospheric molecules, further
ionization occurs and the conductivity
increases. The propagation of the EMP
depends on the conductivity of the region
through which it passes. Dispersion,
attenuation, and reflection may occur.
The circular component of the Cumpton
electrons represents a magnetic polariza-
tion, and the linear cumponeat represents
an clectric polarization.

Both the magnetic and electric pol-
arizations vary with time and, conse-
quently, can radiate electromagnetic
energy. This can also be viewed as a
collective flow of electrons along the
field which radiates in the transversal
direction.

Compton electrons thet move parallel
to the geomagnetic field are not deflected.
Thus, the EMP amplitude is small in two
directions along the geomagnetic field
line passing through the burst point. The
EMP amplitude is a maximum on those rays
from the burst point which run perpendicu-
lar to the geomagnetic field in the depo-
sition region.
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The transverse current components
ana the resulting radiated fields can be
understood by considering a system of
elemental dipoles along the line-of-sight
from the observation point to the burst
point. Each dipole radiates an electro-
magnetic field (the normal "donut" radi-
ation pattern of a dipcle) which add in
phase since the EM fields, gammas, and
Compton electrons all travel at or near
the speed of light.

Burst

s Eimmentai
Dipoles

N

Observer

Adapted with tha per-
ission of the Air Force
~h~rntory

PHASED MAGNETIC DIPOLE ARRAY MODEL
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The radiated fields are high inten-
sity fields, have short rise times (wide
spectrum) and cover a large area of the
earth's surface because of the height and
large extent of the deposition region.
The gecgraphical coverage as a function
of the height of burst can be obtained by
considering the tangent radius,

The tangent radius is the arc lergth
between the line from the earth's center
to the burst point and the line from the
earth's center to the point where a line
from the burst point is tangent to the
surface of the earth. For a burst at 300
kilometers, the tangent radius is 1920
kilometers, or about 1200 miles. The
EMP from the burst can cover this region.

It should be noted that the fields
do not end at the tangent radius. For
surface systems, this is the farthest
point of interest, in most cases, but low
amplitude fields may be propagated beyond
this point by ducting. For airborne sys-
tems, however, the coverage may be much
farther depending on the height of the
point of observation. As long as there
is line-of-sight to the burst point, the
EMP will be present.

TANGENT RADIUS FOR A
HIGH ALTITUDE BURST

s -
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The EMP time waveform varies consid-
erably over the area of coverage. Three
cases will be considered: (1) near sur-
face zero, (2) the maximum field point
(where a line from the burst point to the
maximum field point is orthogonal tc the
geomagnetic field lines in the deposition
region), and (3) at the tangent radius
point.
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HORIZONTAL VARIATION OF EMP
FROM A HIGH ALTITUDE BURST

Nuclear
Burat

Source Region]
A0Um— =~ ———— .
8, [ I~
- ° ™

Maxwnum
Fraid

At surface zero, the fields have re-
duced amplitude (0.25 Epgy), short rise
time (approximately 5 nanoseconds), and
time to g
At the maximum field location, the rise
time is about 10 nanoseconds and time to
half value is about 50 nanoseconds. At
the tangent radius, the fields are about
0.5 Emax, and rise time to half value
greater than 10 nanosecords and 200 nano-
seconds respectively. This distribution,
as a function of height of burst and geo-
graphic position on the earth, can be
determined from the figure. The peak
field at any point can be found by align-
ing magnetic north on the figure with
magnetic north at surface zero.

Tangent Radius

m

Magnetic
North

Electric Field

Radius, Ry

O‘SE Mo

VARIATIONS IN HIGH ALTITUDE EMP PEAK
ELECTRIC FIELD ON SURFACE OF CONT-
INETAL UNITED STATES (ADAPTED WITH
THE PERMISSION OF THE DEFENSE
NUCLEAR AGENCY)

——

alf value of about 20 nanoseconds.
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As a result of this wide variation
on the earth's surface and the inabiliry
to predict the burst location, the time
waveform used preserves the important
characteristics of the three waveforms
discussed. The composite waveform, there-
fore, maintains the fast rise time (near
surface zero rise time), slow decay (near
tangent radius decay), and maximum peak
amplitude. The spectrum contains all
frequencies of interest. The composite
waveform, shown in the figure, can be
opproximated analytically by a double
exponential.

E(t) = 5.25 x 10% [e™®F . e‘Bt]
where
s = 4 x 10
8 = 4.76 x 10°

50~ -

///’ 120
= aob -
E 40 100 €
x <«
z 2
- F=3
s soL 8° 2
P I
w =

(7]

_‘3 | 160 v

w20 \ u.!

£ 40 2

R ! g

SERT NS _J 2

’ 20 ¥
and ol

10-' 10°* 107 1077 107

Time (s)

GENERALIZED HIGH-ALTITUDE EMP ELECTRIC-
AND-MACNETIC-FIELD TIME WAVEFORM

The spectrum of tnis pulse can be
obtained by taking the Fourier transform
of the time waveform. The significant
frequencies extend out to about 150 mega-
hertz with the tulk of the energy ¢(99.9%)
below about 100 megahertz.
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HIGH-ALTITUDE EMP SPECTRUM AND NORMAL-
IZED ENERGY DENSITY SPECTRUM

The polarization of the EMP depends
on the locations of both the burst and
the observer, and the orientation of the
geom gnetic field. The direction of the
electric field is normal to both the geo-
magnetic field at the observer's location,
and the direction of incidence. The dir-
ection of incidence is radially outward
from the burst. For the Continental U.S.,
a typical dip angle for the geomagnetic
field is about 67 degrees.

For this dip angle, and assuming the
geomagnetic field lines run north and
south, the EMP polarization is horizontal
for bursts north or south of the observer.
For bursts east or west of the observer,
the polarization departs from horizontal
by 23 degrees or less. Therafore, the
principle polarization for systems based
in the U,S, is horizontal.

3.4 EARTH EFFECTS ON TOTAL FIELDS

So far we have discussed the free
field which impinges on the surface of the
earth due to the radiated EMP. Since these
are electromagnetic waves, they will pene-
trate the surface of the earth and be re-
flected by it. The amount of penetracion
or reflection is a function of the fre-
quency (spectrum of the pulse), the polar-
ization, direction of incidence, and earth
parameters.




The reflection and transmission co-
efficient equatinns are presented in
Section V. It should be noted that a
phase reversal takes place for the compo-
nent of the electric field parallel to
the conducting surface but not for the
normal to the surface component. Near
the surface, therefore, for the parallel
component, the electric field is reduced,
but the magnetic field is increased.
Electromagnetic fields alsn diffuse into
the ground. The penetration depth de-
pends on ground conductivity and frequency
component considered. A greater ground
conductivity leads to a smaller penetra-
tion depth. The high-frequerncy components
penetrate less deeply than the low-fre-
quency components of the pulse.

slectric field strength

moist grownd o = 10"° mhos/m

very dry grownd o = 10" mhos/m

=10 MMz

//—/,L ———0 =10 mhoy/m
/'———0' =10 mhos/m

£=100 MH:z

3.5 SYSTEM GENERATED AND TINTERNAL_ EMP

While not the subject of this course,
a few words are in order in the area of
system generated EMP (SGEMP) and internal
EMP (IEMP).

Internal EMP is EMP induced directly
in a system by gamma radiation (or X-rays)
striking the system. 1In the case of in-
ternal EMP, Compton recoil electrons are
produced by interaction of incident gamma
radiation with material in the system,
This interaction is similar to production
of Compton recoil electrons in the atmos-
phere in the case of exterrnial EMP. How-
ever, the way in which Compton recoil
electrons produce internal EMP differs
from that of the Compton recoil electrons
in external EMP.
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Internal EMP can arise in different
ways. One type may be called "cavity

EMP" and arises

from Compton recoil elec-

trons being driven across the volume of
an enclosed cavity. Both electric and

magnetic fields
fields may ring
The fields will
cuits contained
cavity contains

are generated. These

at the cavity frequencies.

induce voltages in cir-
in the cavity. If the
air, it may become elec-

trically conducting. This affects the

time behavior of the fields.
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Cavity EMP

Another internal effect (SGEMP) is
"Compton charging.”" Any object in a gamma
flux has some Compton electrons knocked
out of it and receives Compton electrons

knocked out of other nearby objects. These
will usually not balance. The charge added

at various locations in a conducting cir-
cuit will flow away through the circuit,
thus generating an extraneous signal. The
charge acquired by insulation may leak
away very slowly. 1In general, the thicker
the object, the more charge it acquires.
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We will not discuss further cavity
EMP or Compton charging in this course.

This does not mean that they are unimport-

ant, but rather that they are another
gﬁgblem area sufficiently different from

to be considered in a separate course.

Wire
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-— ——a=Exiting Compton
Recoi! Eiectrons

Incident /

y - Flux

Entering Compton Recoil
Electrons From Nearby Objecis

Compton Charging

This very brief discussion does
point out that IEMP and SGEMP are of
primary coucern to space systems or to
systems which are within the deposition
region of the burst, These effects both
require direct exposure to the incident
gamma flux which occurs only in the de-
position region for near surface or air
bursts. Since the gamma rays are not
absorbed in space, space systems even
at considerable distance may be exposed
to the gamma flux.
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SECTION IV
EMP INTERACTION AND OOUPLING ANALYSIS

4.1 INTRODUCTION

To be able to assess the effects of
EMP on a system, the way EMP interacts
with the system and the extent of this
interaction imust be understood, The dis-
cussion cn interaction will consider, in
g qualitative manner, tne important as-
pects of eluctromagneti: coupiing. The
discussion of coupling analysis iil re-
view methods {or obtaining quantitative
estimates of this coupling.

In discussing interaction, we wil)
consider the principles by which energy
is rransferred from the electromagneti:z
field o collectors. The effects of the
earth and other structures which may al-
ter the incident electromagnetic field
will be considered. The mechanisms by
which shields and cables work and by
which electromagnetic energy may pene-
trate into the system interior will also
be discussed.

The discussion on coupling analysis
will consider the basic methodology for
predicting, in a quancitative way, the
energy transferred by an electromagnhetic
field to a collector. Examples of the
application of this methodology to such
collectors as antennas, cables, and con-
ducting structures will be discussed.

4.2 EMP INTERACTION WITH SYSTEMS

The interaction between an electro-
magnetic wave, such as EMP, is highly de-
pendent on the characteristics of the
wave, the characteristics of the system,
the characteristics of the propagating
media, aud the media or structures in the
vicinity of the system of interest. The
role each of these plays will be discussed
in this section.

The Plane Wave

OQutside of the deposition region for
a near surface nuclear burst, the propa-
gating EM wave can be modeled as a plane
wave. For the exoatmospheric burst, on
the surface of the earth, the EMP can
also be locally modeled as a plane wave.
Modeling the EMP radiated wave as a plane
wave, or a uniform plane wave, implies
very well defined characteristics.

L1

For a sinusoidally time varying field
to be plane, the electric and magnetic
fields must be mutually orthogonal and in
phase everywhere in a plane perpendicular
to the direction of propagation. In addi-
tion, if the magnitude of the electrac
and magne:ic flelds are independent of
position in the plane (i.e., the magnitude
of the electric field and magnecic field
at any instant of time is the same any-
where in the plane), the wave is defined
&s a uniform plane wave.

Propagation of a Uniform Plane Wave

T~EqQui-Phess Plane

The wavelerngth, \, of a monochromatic
(single frequency sinusoidal) plane wave
is the separation distance between planes
in which the E vector in one plane is in
time phase with the E vector in the refer-
ence plane.

The uniform plane wave has other prop-
erties that make it convenient to work
with. One of these is if the wave is
propapating through a nondispersive (loss-
less) medium, the electric and magnetic
fields are related through the spatial
impedance of the medium, called the in-
trinsic impedance of the medium (n).



n = Jufe = 377 @ in air or free
: space
. The volocitz of propagation of a plane

wave through a nondispersive medium is
the velocity of light through that medi-

um. If C is the velocity of light,
then
1 8
C = —— = 3 x 10" meters/sec in
YUue

air of free
space

If the plane wave is monochromatic, the
ghase shift per unit length due to the
inite propagation velocity is glven by
the phase constant, 8.

21 w

B = - = w/ue radiaus/
A < meter
w = 2nf = radian frequency.

The average power density of a uniform
plane wave (single frequency CW) is
given by the magnitude of the Poynting

vector
[B] = |E x H] = |B| [H]| sin ® watts/m?
8 = angle betwean E and H

If By and Ay are the maximum values of

the sinusoidal fields of a uniform i lane
wave, then the average value of the power

density is given by
By ) (Bl 1Ay

B
|B| avg = |JB x v 7

/Z

2
—2%— watts/m2

e
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When a uniform plane wave is a pulsed
field in the time domain, such as the EMP
from a nuclear detonation, it may be con-
sidered as consisting of many frequency
components constituting the frequency
iplctr*m of the fields. In this case, the

and H fields are functions of the radian
freguency (w). 'The power density of a
uniform plane wave for the pulsed field is
defined as a spectral powver density and is
given by:

2
P = lE{%ll_ waCts/mzﬂz

A perfectly uniform plane wave cannot
exist in nature; however, it is an extreme-
ly useful and reasonably accurate approx-
imation for such wave fronts as spherical
and cylindrical waves which are common in
nature, providing the proper conditions
are met. For example, the free-space,
far-zone field of a radiating monopole an-
tenna is a spherical wave.

Sphance!
Wave
Eront

Rediating

VAN S
Equi-Phase Surface \ f: "
™ ‘o — -
l//
v Receiving Monopale ;. F'y
JITTTT77T777777 77777777777
%

To a distant receiving monopole antenna,
the wave appears as if it were a uniform
plane wave since the receivinﬁ antenna

is sampling only a small portion of the
spherical wave Zront. This same criter-
ion must hold €for the case of the EMP
wave front; however, it is difficult to
define the {r fields from an EMP source
region in te:me of equivalent antenna
dimensions of the source. in the case

of a near-surface burst, the dipole model
of the source region can be considered

as a point sourcq.'ss so fields outside the
source regicn ca ¥be considered planar
even fcr systems ¥ few kilometers long.
In the exoatmospheric case, the source
region is widely distributed. The fields
on the surface of the earth are the re-
sult of an elemental digole array model,
the time of arrival difference, even for
systems many kilometers in length, is so
small that the wav: can be approximated
by a plane wave.

s
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4ields Due to EMP

The preceeding garagraphs discussed
the wave nature of the EMP and the rela-
tionship beiween the electric and magnetic
fields. To understand the interaction of
the EMP with systems, the time and fre-
quency, distribution of the pulse must be
reviewed,

Consider the electric field time
history for a test waveform which approx-
imates a typical high altitude EMP in free
space. The waveform exhibits an extreme-
ly fast rise time (- 5 ns to 10 ns be-

tween the 0.1 and 0.9 Epgax amplitudes), and

a slow decay (- 500 ns to 1 us, 0.9 to

0.1 Epax). For analytical purposes, the
waveform usually can be approximated by a
superposition of two exponential functions
as

ECt) = A (e %% . e—Bt) volts/m
Assuming the wave to be a plane wave in
free space, the magnetic field has the
same time dependence (shape) and is re-
lated to the electric field by

H(t) = Eﬁ&l amp/m
0

where
n = 377 ohms (intrinsic impedance
° of free space)
50
Lo
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GENERALIZED HIGH-ALTITUDE EMP ELECTRIC-
AND-MAGNETIC-FIELD TIME WAVEFORM

This waveform, as presented, has a
dc component which cannot exist in a radi-
ating wave. Unless this is recognized,
some non-physical results can be obtained
in coupling nnlliaal. The portion of the
spectrum below the audio range (10 kHz)
is presently baing investigated.

Many EMP collectors (antennas, aerial
and buried cables, structures, etc.) are
particularly frequency selective. It is,
thsrefore, desirable to determine the EMP
frequency agectrum by taking the Fourier
transform of time waveform. The plot of
the magnitude of a nominal EMP spectrum
indicates twc break points associated with
the fall and rise time of the time wave-
form. It is important to note that the
spectrum is almost constant below the HF
range. Between the first ard second break-
fregu«ncv, the spectrum falls off at 20
dB/decade. Abova the second break-fre-
queacy, it falls off at 40 dB/decade. Al-
so shown is the cumulative energy density
which is normalized to 0.9 joules per
square meter. Approximately all the EMP
energy (> 99 percent) is concentrated be-
low 100 MHz.

B
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HIGH-ALTITUDE EMP SPECTRUM AND NORMAL-
IZED ENERGY DENSITY SPECTRUM

The pulse shape given here is for a
nominal EMP. The pulse shape to be used
for a particular scenario for a system
analysis should be obtained from the De-
fence Nuclear Agency or the service lead
laboratories.
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The two factors of the EMP that con-
tribute to the threat to electrical and
electronic equipment are: (1) the large
amplitude of the fields, and (2) the
broad spectrum. EMP energy collection of
a given aysten is a funct?on of the system
response to all frequencies in the EM%
spectrum. The system transfer function
may exhibit responses to both in-band and
out-of-band frequeticy "windows'. Out-of-
band energy collection is = result of the
sgatem having a frequ.ncz response greater
than needed to perform the asystem's func-
tion. This added frequency response can
be deliberate (the designer wanting to
have a batter response than actunliy re-
quired), or can be non-deliberate such as
spurious responses in a receiver. The
main concern ir the case of EMP is due to
the broad spectrum; it is imperative in
assessing tge system vulnerability that
the¢ overall system response be determined
and utilired in any analysis effort.

T Liw}
Systam Responee
(L1 | Transter — -
Punction
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Aesponse

Response of & System to EMP

EM Induction Principles

There are three basic mechanisms by
which the EMP energy couples to a con-
ducting structure. These are: (1) elec-
tric induction which is the principle
mechanism for linear conductors, (2) mag-
netic induction which is the principle
mechanism wher Lne conducting structure
forms » ciosed loop, and (3) through the
eartn transfer impedance which is the

principle mechanism for buried conductors.

et

A structure can collect energy from
an impinging EMP fielu by electric in-
duction. In effect, charges on a conduct-
ing surface are separated by the tangen-
tial component of the impinging electric
field which results in current flow. The
overall result is that a voltage source
distribution is induced on the conductor
consisting of incremental (point) voltage
generators. The contribution of each
point generator to the current at some
point on the conductor is determined by
its transfer admittance, which is a func-
tion of the source and observation points.
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Flectric Induction

Copper Wire
\
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P
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A coupling structure cen also collect
energy from an impinging EMP field by mag-
netic induction. The induced signal from
an EMP is equal to the negative time rate AV = Zpd Az
of change of the incident magnetic flux.
This is an empirically derived fundamental

law known as Faraday's Induction Principle. where .
The voltage induced in a loop by a uni- :
form magnetic field is given by J = total earth conduction current
per meter width
v(t) = u, A é% H(t) ZT = surface transfer impedance of
the earih.
where

" = 41 x 10-7 is the permeabil- %?e surface transfer impedance is given

°© ity of free space .
= O -0Z _ "7 A2
A = the area of the loop Zp s ¢ exp [ dvo'+8 J
= The component of the mag- where
netic field normal to the
plane of the loop. o = propagation constant of the
earth
B = free-space propagation con-
stant
§ = earth conductivity
Magnetic Induction
d = depth of burial.
Loop Antenna I
FOW
06 p? Transmission line theory may now be
e, i = used to determine the actual current dis-
! 1 - tribution induced on the wire.
Equivaier: Circuit
Area=s A
Current Flow due to 1-Z Drop in the Cround
Another important coupling mechan-
ism is that due to the I-Z drop which ry o Iy
occurs whenever a coupling structure is
imbedded in a logsy medium, e.g., earth, *1§§:\ Lo
in which EM fields exist. Consider, for H' B ¢
example, a bare wire conductor located a Ground
distance, d, below the surface of the 44 2
earth and in the presence of an impinging TITTITAT T 7777777227 777777777
EMP field as shown. The incident EMP o =
field illuminating the surface of the n d Z,
earth causes conduction currents per meter )
width to flow in the earth. As a result + AV - I AvazqA2
of the current flow in the earth, a dis- =F_)
tributed I-Z drop appears along the wire ~4Ai1;
which is equivalent to a voltage source
distribution, causing current to flow in
the wire conductor. An increment of
voltage drop (which can be viewed 23 a
point generator), AV, over a distance. v
Az, along the conductor is given by i;
£
%
=X
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Antennas

Electromagnetic coupling to antennas
results from electric and magnetic in-
duction. The induction principle which
dominates fo: a given antenna depends on
the antenna's geometrical configuration.
At this time we will cosider two basic,
simple types: (1) theflinear antenna
(monopoles or dipoles!, and (2) the loop
antenna. The way energy couwles to these
simple antennas can serve ay a basis for
estimating the ener’

-gy collection by com-
plex antennas and ~he other conducting
structures. ? £

TN SN
R
When an electromagnetic wavl: in-
pinges on a linear antenna, tne tangential
component of the electric field indulws
charges on the antenna which tend tc cga-
cel the incident field. Since these
charges are free to move, an antenna cu:-
rent results. In a time varying field,
therefore, these charges are constantly
in motion and an alternating curreat flows
on the antenna and in the load.

Linear Antennas

Electric induction on a linear an-
tenna can be viewed as an array of point
voltage sources. To obtain the total
voltage induced on the antenna, all of the.
point sources must be summed (integrated)
over the length of the antenna. If the
antenna is short (antenna length < 1/6
the wavelength of the incident signal), it
is not necessary tc .perform the integra-
tion. In the case o/ EMP, since it is a
transient signal containiag a wide fre-
quency spectrum, the antenna length must
be < 1/6 the wave’ength of the highest
frequency compcnent of interest in the
spectrum. For typical FMP waveforms, the
actual physical length must be less than
approximately two (2} feet.

Considerable simplification results
when the EMP coupling structure is elec-
trically small, since, for such structures,
simple equivalent circuit representations
are possible. It is essential, therefore,
to establish appropriate criteria on the
basis of which it would be possible to
determine whether or not a particular
coupling structure, i.e., an antenna, is
electrically small.

Definitions

Dmax = meximum dimensions of
coupling structure measured
from its load terminals to
the most distart point on
the structure.

f = maximum significant frequency
component of the EIP spectrum

§ \ ’L@"J

\i' reR/¢

t = Dpax/c -- the time it takes
an EM wave to travel the
distance Dyax at the velo-
city of light c.

Then a coupling structure is electrically
small if

Amin

Dmax < 6

(Frequency-domain criterion)

or

t. 2 4t

(Time domain criterion)

where

f
c

0.6,/tr

rise time of EMP excitation.

rt
1]

Dipolc_
s(t)
Drex i] T e}/ Emex
N

T " Dmgn’/® ; -
Loop i \

——
—i= '

fer 0.6 /1,

Electrically-Small EMP-Coupling 8trustures

Loop Antennas

Loop type antennas can couple to an
electromagnetic wave chrough either the
nrlectric field or the mapgnetic field. A
~cvltage will be induced in a loop antenna
if a time-varying electric tield has a
component parallel to one of the sides
of the loop, or & time-varying magnetic
field component normal to the plane of

4-6
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the loop. As stated earlier, a time
varying magnetic field induces a current
in a loop artenna such that the magnetic
field produced by the current opposes the
applied field. .

: As ir, the case of linear antennas, a
very simple relationship between the field
and the induced voltage exists when the
loop i; electrically small, or stated
another way, tte field is uniform through-
out: r33 area of the loop. For a loop to
Le ccr'sidered small its diameter must
bg lcfs than A 1 For typical EMP
wivef{rms . *.hig Pesults in a physical di-
atele? 1E fdss than 2 feet for a loop in
free sp&cv$

Cables

Cabling may be considered in two
brecad categories: (1) unshieided, and
(2) shielded. In the case of unshjelded
cables, they may be considered as E and
B collectors as previously discussed for
linear or loop antennas. Coupling to
unshielded cables can also occur through
an intermediary conversion impedance (Zc).

Unshisided Cables may be Considered as:

[ 4
Dipcles or Loops
w £ Collector C & Collectors
LS

e
~ L
or

Tied in With the lritermedists
Conversior Imp::dancs Zc

L T £ TR Y
T777777 7777277777777 7777/

For a cable above., but in proximity
to the earth, all three interaction mech-
anisms are present. The height of the
cable above the earth, the errth para-
meters, and the parameters of the EMP all
impact the energy coupled.

Cable Abcve Ground

4-7

The magnetic induction (H), results
from the Elux change between the cable
and earth. This induced voltage appears
as an incremental series, voltage source.
The electric induction (E), results from
the displacement current wnich flows be-
tween the cable and the earth due to the
stray capacitance. It appears an an in-
cremental shunt current source. The volt-
age source associated with the intermediate
conversion impedance (Z ), results from
the current flow in the earth due to its
finite conductivity. This source appears
as an additional incremental voltage
source in series with the load. All of
these incremental contributions must be
summed in the proper time-phase which takes
into account the earth parameters and the
angle-of-arrival.

For long runs of cable which run
over or within the ground, ground para-
meters as a function of frequency are im-
portant. Also important for the pickup
for these long runs is the angle-of-arri-
val and both the low frequency and the
gigh frequency content og the EMP wave-

orm.

If the cables are buried within the
ground, the principal pickup mechanism to
cause current to flow on the cables is the
common impedance mechanism. Electric and
magnetic fields cause currents to flow in
the earth, and che resistance of the earth
causes a voltage drop to appear along the
cable.

&z
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+
>
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BURIED CABLE
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For shielded cables, the shield is
viewed as & cylindrical shield. The wires
inside the shieid interact with the pene-
trating fields through the same mechanisms
(E and H) as the unshielded cables. The

enetrating fields, however, are altered
gy the shield to reduce the field ampli-
tude and change the spectral content. A
form of intermediate conversion impedance
also plays a role.
cables, it is called the surface transfer
impedance (Z;) and is a characteristic of
the cable shield.

Shield Penetration Mechanisms

Electric : Through Holes &
s /J
%‘-{/
Majnetic : Through Walls and /
Holes

\

as

1, X
e

\\—-‘
\

Shesth Current : 1Z Drop
Along Cakles

Electric field penetraticn general-
ly occurs through the apertures or small
defects in the exterior shield of the
cable. Electric field penetration is al-
so associated with connectors which are
not fully shielded. In addition, the
electric field is often enhanced at the
terminations of long exposed cable runs,
and this contributes greatly to electric
field penetration effects.

Electric Field Penetration

\

Aperture Penetration
Through Simple Hole
or Holes in Braid

In the case of ghielded

4-8

Magnetic field penetration resulis
from aperture coupling and diffusion
through the shield, especially for thin,
nonferrous shields. The penetration mech-
anisms for shields is discussed more fully
in the shielding section.

In the case of coaxial cables, the
interior magnetic field pickup can occur
because of the agymmetry, A, between the
idealized position for the center con-
ductor and the actual position of the
center conductor as it occurs in the manu-
factured cable. This asymmetry essential-
ly results in loops of unequal area and
therefore unequal voltage being induced,

Magnetic Field Penatration

Asymmatry Pickup

The primary pickup mechanism for
shielded open wire pair cables is also
through the B mechanism. The loop in this
instance is closed by the terminations at
both ends of the cable.

Magretic Field Penetration

Open Wire Peair B8 Pickup

Here we see the definitior of the
intermediary conversion impedance’between
the external fields and thz inside voltage
of a particular cable. The surface trans-
fer impedance is defined as the voltage
appearing on the inside of the cable on
a per meter basis due to the current flow-
‘ng orn the nutside sheath.
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Sheah Current Pickup
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€inside

Zy- I sheath

The surface transfer impedance plays
a very important role in evaluating the
cable performance. Transfer impedance is
important gor electric field pickup be-
cause the field can induce currents to
flow on cable runs which are parallel to
the electric field as illustrated by the
cable which terminates in a UHF antenna
mast. Sheath current also flows or. in-
advertent loops formed by cable runs and
other metallic structures.

Roie of Surface Trancfer Impeadance

Cable as

Pseudo Antenna Cable as Quasi-Looo

The trensfer imjpedance is ve-y im-
portant and at low {requencies is about
the same for both btraidad and solid wall
outer shields of the same copper content.
However, in the case of the braid, bte-
cause of the field penetrratiums through
apertures, the transfe: impedance increases
with frequency, thereby dramatically in-
creasing the pickup characteristics of
breided cable. On the cther hand, solid
woll ceble does not exhibit this penetra-
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tion offect and, therefore, has an improv-
ing transfer impedance with frequency
primarily because of skin-effect absorption.

Surface Transfer Impedance of Braidad and
Solid Outer Conductor Cosxial Cadble

ae

[

(mifliohms 7 m )

Surface Transfer Impsdence |Z7|

Frequency (MHz)

There are some favored approaches re-
garding cables. One favored approach is
the use of twisted wire cable to minimize
the B pickup. This twisted wire cable is
also shielded to minimize the E pickup
effects. However, the E-field pickups do
occur with the presence of sheath currents.
The sheath-~current-induced incide voltages
(common mode pickup) are minimized by the
use of balanced terminations which, in
effect, are not connected to the external
sheath.

Minimization of Pickup

13
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(1) Twisted-Pair Minimizes M Pickup

{2) Balanced Termination mirimizes 3
Sheath Cu.rent Pickup




The terminatvions and splices also
can play a major role in enhancing the
coupling effects associated with long ca-
ble runs. In the case of a balanced pair
within & cylindrical shield, the cable
should be terminated both for the balance
and common mode terminations. Small im-
perfections along the surface of the cable
can convert some of the common mode pick-
up into differential mode pickup and vice
versa.
ly terminated for both modes, the pickup
and reverberation effects are greatly en-
hanced.

Balanced Pair Termination

1
z Balanced !‘—
. | zCommon-
mode

In the case of multi-conductor
bundled c=hles, all sorts of undesirable
effects c.a be produced by cross-talk ef-
fects on the terminations.

Multi-Conducior, Bundied Crable Termination

XXy T T Y X T X LT TY

P a0 9 i 0 O 30 3 0 0 B Y B S Y S -

In summary, cab%e gickup mechanisms
are an extension of E, and Z, coupling.
The same holds for shielded cagles except
the effect of the shield must be consid-
ered. Improper terminations also play a
major role in the pickup associated with
cable runs., In the case of vary long
cable runs, time-delay effects become im-
portant and give added weight to angle-
of-arrival, earth parameters, and the
lower or higher frequency content of the
EMP waveform.

4-10

B .

Thus, if the cables are not proper-

Summary for Cable Pickup

& Mechanisms are é é and zc

Shielding by outer conductor must
be considered

Time delay effects become important

Terminations can contribute to the pickup

Shielding and Penetration

As discussed previously, propagating

EM waves have coupled electric and mag-
netic fields. 1In general, whenever you
have a time-varying electric field, there
is an associated time-varying magnetic
field. At low frequencies, however, this
coupling is relatively loose and electric
gnd magnetic field penetration effects can

e considered separately on a practical

basis. This separability of the fields

permits defining the figure of merit (shield-

ing effectiveness) of a shield separately
for the magnetic and.electric field pene-
tration. The inside fields are generally
the fields in the geometric center of the
enclosure. The outside fields are those
fields which would appear at the same
spatial point as the inside fields with
the 2nclosure removed.

Shielding Effectiver.ess at Low Frequencies

H 0

A inside
SE; =20 Ilo L e )
( M , 9 ( Houtside
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At the higher frequencies, the elec-
tric and magnetic fields must be consid-
ered jointly. 1In many instances, the
power flow 1s a convenient form of defini-
tion. In this case, the power flow, in
the absence of the enclosure, is compareil
to the power flow with the enclosure pre-
sent. his is somewhat of an unwieldly
definition and a more appropriate defini-
nition might compare the energy inside
the enclosure with the energy in the ab-
sence of the enclosure being taken as a
stored energy over a specified volume
(the volume of the enclosure).

Shielding Effectiveness at High Frequencies

P
18E},+10 log (_‘.'L'E!._
outside

(SE), =10 log ( Winside )
Woutside

The shielding effectiveness is gen-
erally presented as a function of frequen-
cy. This is convenient for many radic
frequency engineering-type applications
but forms a major stumbling block in trans-
lating this rather simple concept into the
appropriate EMP requirements.

Shielding Effectiveness Presented as a
Function of Frequency

(s€) H

log W ———e

It must also be recognized that the
shielding effectiveness often stated is a
strong function of the measurement method.
For example, if the shielding effective-
ness measurement is made with two small
loops adjacent to the wall, one value of
shielding effectiveness is obtained. 1If,
on the other hand, the shielding enclosure
is placed within an EMP simulator, another
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vaiue is obtained. In generai, these
Measures are each self-consistent with
frequency but can have values which dif-
fer by as much as 20 or 30 dB. The dif-
ference between these two measurements is
the small loop technique only measures
the shielding effectiveness in a local
area. The p%ane wave technique, on the
other hand, provides for current flow
simultaneously on all surfaces and thus
edge and corner effects are seen. The
small loop measursments are, therefore,
useful to determine seam leakage, etc.,
and the plane wave for overall structure
shielding effectiveness,

In EMP, we are dealing largely with
plane waves wiwre the transient response
of the enclosure f= important. Thus, the
amplitude response, as a function of fre-
quency, must be related to the transient
Tesponse. There are some rather simple
ways of doing this which will be consid-
ered in more detail. However, before do-
ing this, let us consider on a qualitative
basis how shields actually work.

Shielding Ef‘rctivensss as & Function ot Measurecment Method

cw Sr:ur\ce . Field Strength Muter
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Eilectr!c Field Shielding

If a spherical conducting shell is
placed within & static electric field,
the free charges in the conducting shell
will redistribute in accordance with the
applied field. This redistribution of
charge will be such as to make the force
on them zero, or in other words, cancel
the applied field. These charges reside
only on the surface of the spherical shell
and terminate the field lines.

Under these static conditions, once
equilibrium has been reached, there is no
charge flow and perfect electric €ield
shielding is obtained. This is - wall
known Faraday Cage effect.

Faraday Cage Effect:
Static E Sheid

\

__n_l_.

$ b

Now allow the applied field to vary
slowly with time (a quasi-static field).
As in the static case, the free charges
will redistribute to reduce the force on
them. However, whereas in the static
case, equilibrium was reached, in the
quasi-static case, the charges will al-
ways Be in motion since the field is chang-
ing amplitude and polarity with time. The
result is a time varying current flow on
the shell, and since the shell conductivi-
ty is finite, a voltage drop results on
the surface of the shell. If the shell
wall is very thin, the same voltage ap-
pears on the inner surface and an electric
field is established within the shell.

4-12
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A Field Appears Inside if ¢

» E varies, causes ) to flow on surface
s IZ surface potential occurs

For very thin-walled enclosures and
at low frequencies, the interior field
has the sanie potential as the field on
the outside of the enclosurz2. However,
for higher frequencies and thick-wall
enclosures, skin-effect mechanisms take
place which absorb some of the energy.
This causes additional shielding by the
mechanism of absorption.

L

Vo Vi 4
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At Low Frequencies, Vinside ] Voutside
4>>8

At Higher Frequencies, Vinside is Reduced

Due to Skir Effect or Absorption

8 = ——'— . Skin Depth

JTTprr

Typical electric field penetration
into an idealized shielded enclosure is
shown here. At very low frequencies the
charged distribution on the exterior of
the enclosure is such as to ''cancel” th-
induced interior fields, giving rise to
the Faraday-cage shielding effect. In
the case of closed ideal enclosures, this
results in almost infinite shielding ef-
fectiveness at the very low Irequencies.
Thus, the electric field is very easy to
shield, even with fairly poor conducting
materials, On the other hand, if we al-
low the frequency of interest to increase,
we find that the electric shielding ef-
fectiveness decreases with an increase
in frequency until the absorption losses
predominate.
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Typical Electric Field
(SE)E Idealized Shield

68dB / Octave

{ SE) E
200 dB
{(Very Large)
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Reflection Reflection and
Region Absorption Region

Log Frequency —»

Electric Field is Easy to Shieid

Now consider the relationship be-
tween pulsed fields and the shielding ef-
fectiveness as a function of frequency.
The pulsed field contains a wide spectral
distribution. The amplitude of the pene-
trating field is a function of frequency
and so is the phase. For thin wall en-
closures, the fields appearing in the
interior of the enclosure are roughly the
time derivative of the applied (exterior)
field.
enclosures, the amplitude of the interior
field is substantially reduced and the
derivative effect tends to disappear.
This is particularly noticeable in the
case of ferrous metal shields due to in-
creased absorptiomn.

E m[ How Does tie SE { jw) Felate to 1ransiant Response?
v { §
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On the other hand, for thick walled
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Magnetic Fie}d Shielding

As in the case of electric fileld
shielding, to obtain magnetic field
shielding it 1s necessary to establish
an induced magnetic field (interior field)
which will cancel the applied field (ex-
terior fleld). A magnetic field results,
in the case of a conductive structure,
from the current induced in it. The in-
duced current results from the principle
of magnetic induction which requires a
time varying applied magnetlc field.

Consider a conducting loop in the
presence of a time varying magnetic field.
The induced current, due to magnetic in-
duction, establishes a magnetic field
which reinforces the applied magnetic
field exterior to the loop, but opposes
or cancels the field in the interior of
the loop. If a number of loops were
"stacked" to form in the limit, a conduct-
ing box or volume shield, the fields on
the interior of the box are surpressed
at the expense of enhancing the fields
outside the box.

Reinforces

Cancels Here

_N, / Mesh-Box
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‘field.

The current flow on a closed box,
however, is not uniform. The curvent
flows around th: box and near the edges.
This oceurs because aljacent eddy current
elements cancel on the faces normal to
the magnetic field.

Oeshad-Line Indicates Inguaed
Cwranty  On Brrucivrs .

Induced currents on bra [rum Lime-varying (~agnatic Aeld.

Both the magnitude and phase of the
induced current on a conducting box are a
function of the frequency of the applied
The magnetic veflection or cancel-
lation effect occurs because the current
flowing in the outer ring becomes more
and more in phase with the applied field.
At the low frequencies, the current flow-
ing in the outer ring, as seen in the e-
quation, is almost 90° out-of-phase with
the applied field. At higher frequencies,
current in the ouwter ring becomes almost
in phase with the applied field, and
thereby provides better cancellation, which
increases the shielding effectiveness at
the rate of € dB per octave. A necessary
condition is that the wavelength is much
larger than the radius of the loop.
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As the frequency continues to in-
crease, the shielding effectiveness be-
gins increasing at a higher rate. This
1s due to skin effect absorption as irn
the electric field case.

(SE(w))y

Out-of-Phase

Region
Log w —=
1.48  AjwE)
z, Rs+ mi
Low Frequency High Frequeincy @
AljwB) AR
S I~

As noted, the shielding effective-
ness, as exemplified by ordinary wall
materials, such as thin-wall iron, thin-
wall sheet iron, copper or aluminum, ex-
hibit very poor low-frequency magnetic
shielding effectiveness. Where this is a
requirement, the magnetic flux may be
ducted away from the area of interest by
a ducting "high-perm" shield. This re-
quires, in general, a high product between
the relative permeability of the wall ma-
terial and the ratio of the wall thickness
divided by the average radius of che en-
closure. In general, such approaches are
not practical with ordinary shielding
materials because of weight and cost.

Ducting Approsch % ‘. Low-Fraqueiii.v Shislding

Requires High

Pt
R
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We have discussed how the magnetic
field shielding effectiveneas varies with
frequency. The relationship of this vari-
ation with frequency to a transient re-
sponse must now be considered. These
curves show a typical transient waveform
applied to an ideslized shield (no aper-
tures or penetrations). Note that tge
penetrating magnetic field waveform is
stretched out by the shield and that a
large volume shield exhibits greater mag-
netic shielding effectiveness than a small
volume shield. In the case of ferrous
shields, the penetracing waveforms are
further reduced due to the higher parmea-
bility. The most important feature of the
ferrous shield is the stretching out of
the rise time of the interior field, ve-
sulting in smaller coupling to interior
conductors due to magnetic jinduction (BA)
effecta. The interior fields are roughly
the time integral of the exterior magnetic
fieid and decay exponentially.

Typrcal Magnetic Fleld Shsid.ng Etfectiveness
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Seams and Aperturas

The previous discussion of shielding
effectiveness was concerned with idealized
shielding structures containing no seams
or arertures. In any practical enclosure,
these idealized conditions cannot be met.
The primary effect of seams and apertures
is to reduce rthe overall shielding effer-
tiveness.

In general, enclosures which have
high resistance (as compared to the en-
closure material), result in poorer shield-
ing performance than those with low
resistance seams. Thisg degradetion in
performance results from the added series
resistance reducing the current flow.on
the enclosure. This reduced current {low
reduces the hucking magnetic field and,
consequently, the magnetic shielding ef-
fectiveness. As we willi see later, ir
also produces a secondary effect of intro-
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ducing a voltage drop across the séam
which appears on the inside of the en-
closure which i3 very important if multi-
point grounds are ut$Rized.

R

Gftect of SBeams Without Apertures

i

Low-Resistance.

(aexd

High-Reasistance
Seam

Obviously, if the enclosure has open-
ings, this will provide a means for ex-
terior fields to leak into the interior.
Since these openings (assuming the opening
to be small relative to the size of the
enclosure, can be viewed as aperture or
slot antennas, the fields at Eow frequen-
cies (below resonsrce) tend to fall off
inversely proportional to the cube of the
distance from the aperture.

The effect of these apertures is most
significant at the higher frequencies and
esgentially limits the high frequency per-
formance of an enclosure. As frequency
increases, the fields penetrate to 'the in-
terior, the frequency at which this begins
being dependent on the hole gize. As the
frequency continues to increase, resonant
penetration can occur as indicated by the
wide swings (very low attenuation of field)
in the shielding effectiveness curve.

tdesl Shield

Small Hole

se),

Wavalength




This shows a comparison between the
idezlized solid-wall enclosure with that
of a welded rebar enclosure with about
the same enclosure weight. Note that
much greater shielding effectiveness per-
formance is realized by the solid wal) en-
closure. At the higher frequencies, the
shielding effectiveness of the welded re-
bar enclosure tends to level off for a
variety of reasons, sucu as skin-effect,
and finally becomes ineffective due to

resonant penetration.through the apertures.

Same Waight o'k‘non per Unit Wall Arsa

Solid wall

{BE)

w.ld.d Rebars
at Each intersection

Log & —»

Ground Effects

Up to this point we have stressed
the interaction of a plane propagating EM
wave with a system. In the case of sys-
tems which are isolated from the eurth
or other structures, such as aircraft or
satellites, this is a good approximation.
However, wmost of our systems are located
near, on, or under the earth's surface.
For this majority of systems the effects
of the earth on the EM field must be con-
sidered.

At any interface between two media
of differing characteristics, an EM wave
will undergo reflection, refraction, and
absorption. The percentage of the wave
reflected, or transmitted, is a function
of both the wave characteristics and the
media characteristics. For purposes of
discussion, we will assume an air/earth
interface. 1In this instance, the char-
acteristics for the propagation in air
are the same as free space. The most im-
porrtant parameters of the incident EM wave
are its spectrel content, angle of inci-
dence, and polarization, since the re-
flection coefficient (or conversely, the
transmission coefficient) are strong
functions of these parameters. It should
be noted that phase reversal occurs for
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the component of the electric field peral-
lel to a conducting surface, but no phase
reversal for the component normal to the
conducting surface. We can see, there-
fore, that the angle of incidence and pol-
arization determine the components of the
electric field with respect to the reflect-
ing surface and consequently, the reflec-
tion or transmission coefficient.

Retlected and Refracted Waves at
the Air-Ground intarface

The media (earth) parameters of in-
terest are its conductivity (o), relative
permittivity (e,), and relative permeabil-
ity (uy). Typical values for these para-
meters for earth are:

¢ = 1072 to 10‘“ mhos/m,

€ = 10 to 15, and

M = 1.

In general, the higher the conductiv-
ity, the less the penetration of the wave
into the earth. A plot of the magnitude
of the reflection coefficient for vertical
polarization is shown in the figure as a
function of the angle of incidence and
frequency. As the angle of incidence in-
creases, there is a sharp dip in the curve
(which corresponds to the Brewster angle
in optics) where maximum transmission
(minimum reflection) is realized. The
width of this dip is quite narrow in terms
of the grazing angle,

Magnitude of the Plane Wave Reflection
Coefficient for Vertical Polarizetion

. o+ 12 %10  mhou/m
€18

0 30 80 90
Grazing Angle (*)
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The importance of this earth reflec-
tion is the EM fields incident on systems
in roximit( to the earth are considerably
different than the free space condition.
For buried systems, the transmission co-
efficlient isz of prime concern. The high
frequencies will also be absorbed more
(higher attenuation factor, than the low
frequencies. Therefore, for buried sys-
tems, the EM spectra will be predominantly
low frequency and of reduced amplitude if
the system is buried more than a few meters
(>10 m) below the surface.

For systems on or near the ground,
the magnitude and phase of the energy re-
flected are of prime concern. The EM
fields incident on the system of interest
will be the vector sum of the incident
(free space) and refiected waves. This
can result in either enhancement or re-
duction of the fields impinging on the
system. One such case is a dipole above
ground as shown in the figure.

Fleld En-thancemant cus to Proximivy Effecs

Dipaie
Direct Incident
Slanal EMP Tiaid
L -
.":::'..d : Ground
Monupole

-

Another case ¥ interest is placing
an antenna on a mast remcving it from
proximity to ground. This also can sig-
nificantly alter the EM energy collecticn
of the system. If the mast is a conduct-
ing structure, the monopole and mast con-
figuration can be viewed as an asymmetrical
dipole in which the mast contributes sub-
stantially to the induced current on the
structure.

If cables are buried within the
earth, the principal pickup mechanism to
rause sheeath current to flow on the cables
1s the common impedance mechanism. Elec-
tric and magnetic fields cause currents
to flow in the earth, and the resistance
of the earth causes a voltage drop to ap-
pear along the cable.

- M e e et

BURIED CABLE

4.3 COUPLING AND INTERACTION ANALYSIS

The preceding discussion has consid-
ered, on a qualitative basis, how EM waves
interact with and couple tc systems. In
this section, we will discuss briefly what
role analys!s plays in assessing the EMP
vulnerability of a system, how one can ob-
tain a system model for analysis, and some
gf ghe mathematical tools employed in ana-

ysis.

1S
]

toXe of Analvsis

The role analysis may play in a vul-
nerabitity assessment can be quite varied.
During system design, no hardware may be
available for test. Analysis to predict
the system response, identify weak areas,
and provide design assurance may be the
only alternative. Analysis during the de-
sign, or even after the hardware implemen-
tation, 1s useful to guide the test program
or contirm the test results. Since, as we
will see later, testing only provides spe-
cific answers (it is not practical to try
to test for all threats), analysis is use-
ful to extend the test results,

The Role of Analysis

e Iredict system response
e Identify weak points

e Provide design assurance
e Guide the test program
e Confirm test results

e Extend test results
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Therefore, analysis is not the com-
plate solution any more than teating is a
complete solution. Each has a role and
both should be used in various combina-
tions to cost effectively predict or eval-
uate system hardness.

S;rstem Modeling

, The first step in analysis is the
d&velo?ment of a model which is a mathe-
ma:ical representation of a physical sys-
tza. In general, actual system geometries
m!}{toq compley to be amenable to analysis,
TWrafcre, it is necessary to develog a
phys.ical model (coupling model) of the
system. The physical model is one for
which solutions of the field equations ex-
ist from antenna or transmission line
theory. Usually these models are surfaces
of revolution such as cylinders and spheres,
or for more complex structures, combina-
tions of intersecting surfaces of revolu-
tion or wire models. These bodies can be
analyzed to determine surface currents us-
ing available antenna theory which will
be discussed later. An alternative way
of obtaining the coupling transfer func-
tions is to subject the system to a test
excitation. This grovides empirically
derived waveforms for the current distri-
butions which can then be mathematically
modeled.

Modeing & Syater
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Physicat s
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There are a variety of analytical
techniques for determining the EM coupling
by antennas or structures chat can be
modeled as antennas. The more widely used
of these techniques include: (1) Fourier
Transformation Method (FTM), (2) Lumped
Parameter Network Method (LPN), (3) Singu-
larity Expansioua Method (SEM), and (4) a
technique based on Landt's Method.

The Fourier Transformation Method
utilizes Fourier Analysis to determine
the antenna parameters, effective length
and impedance, as a function of frequency
to define a Thevenin equivalent circuit

for the antenna. The load must be linear
({.e., not a function of the driving vol-
tage) to utilize this technique. The
Thevenin Circuit is solved for the current
in the load as a function of frequency.
The load current is transformed back into

» the time domain by the inverse Fourier

transform.

X The lumped perameter network method
‘privides a techngque for the analysis of

a ddsrributed parameter network (the an-
tenpna) connected to a linear or nonlinear
load. Like the FTM method, it utilizes a
Th:yenin equivalent circuit to represent
thosantenna in times of its open circuit
vo.gpes. Both antenna parameters, the
efiqjtive length and impedance, are then
app: Miinated by national network functions
thayy are realizable in terms of an RLC
cir.uit, After the lumped parameter net-
work veprusentation is obtained, stand
and circuit analysis computer codes may
be used to calculate the transient system
response.

In classical circuit theory, the time
domain solution of a linear circuit ex-
cited by an exterior waveform may be de-
termined from the knowledge of the location
of any singularities of the transfer func-
tion and its corresponding residues. The
transient behavior of the circuit is then
obtained as the r#um of damped sinusoids
whose cuefficiencs are determined by the
Residue Theorem. The singularity expansion
method has extended this concept to solve
electromagnetic boundary value problems.

Basically, this method involves the
determination of the antenna response in
terms of singularities in the complex fre-
guency domain which represent the natural

requencies, modes, and coupling factors.
The antenna response in the time domain
is obtained by taking the inverse trans-
form of the terms in the singularity ex-
pansion.

The technique based on Landt's method
is to solve for the peak .short c¢ircuit cur-
rent in an infinite wire antemna. This
method utilizes the impulse response of
the antenna. Since the peak current on a
wire antenna excited by an EMP usually oc-
<urs during the early time response of the
structurc, the impulse response of the cur-
rent on an infinite wire autenna is valid
on a finite wire antenna, up until the time
that the reflection is seen.

o Fourier Transformation Method (FTM)

e Lumped Parameter Netiwork Method
(LPN)

Singularity Expansion Method (SEM)
s Landt's Method
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The first three methods ere the morec rig-
orous methads and require the use of nu-
merical or digital techniques for their
solution. The computer codes for comput-
ing antenna and cable response Lo an EMP
are mainteined for customer usz by the

Electromagnetic and Sysiems Research Greup,

Lawrence Livermore Laboratory, Livermore,
CA. 94550. Maintenance of this computer
code library is an ongoing effort funded
by the Defense Nuclear Agency.

Gererally, the analysis of system
response to slectromagnetic phenomena is
divided into two ~lasses: analysis of
linear systems, and the analysie of non-
linear systems. We will consider the
applicability of the analytical techniques
to these two problem areas.

4.4 ANTESNA COUPLING AMALYSTS - LINEAR
SYSTEMS

If a system ‘s linear, ov can be
approximated to be so, Fourier Transform
and ac circuit analysis techniques can be
used,

[_ Linear Svstems }

Anrtennas
* Linear

*# Passive
# Distributed

Antenna L.~ads

# Linear

Simple knergpy Collectors

The simplest approach to analyzing
the arterna couplirg in linear systems is
where the antenna (structure) dimensions
are small for all wavelengths. Consider
a ghort dipcle antenna. The equivalent
circuit for a shorc dipcle is a voltage
source a sories capacitor (antemna capa-
citance), and the lozd.

£ 4

Equivalent Circuit of a Small Dipole
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The response of this circuit can be
obtainea by inspection for the following
loads:

BIGH-IMPEDANCE RESISTANCE LOAD

Ry > MwC,

then
VL{t) = =-h sin o ei(t)
LOW-IMPEDANCE RESISTANCE LOAD
R, << l/u»Ca

then

iL(t) = =-h sin 6 Caei(t)

The antenna capacitnnce, Ca‘ is given
by:

Ca = IL/CZO
where
%y = 60 (9-2) [average auntenna
characteristic im-
pedance]
& = 2a(2h/a) [anteana shapa
factor ]
¢ = velority of light
a = antenua rauius
h = e
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The time domain response is approx-
imately the derivative of the incident
erectric field for the case R; << 1/uwC

Responae of a Small Dipole Antenna to EMP

Ry << |/uCy
i)
i v
+hCy8in8 E /1t
€l | o O m'im
| L
1 T 1y
~— !
‘- O A S—— |

“NC E,Sin@/t to-tm!

Approximate EMP Excitation Dipole Response

Next, consider a small magnetic di-
pole (loo¥) in the presence of an inci-
dent

L. ig the low-frequency inductance of the
locp and is given by:

L - upR {#n (8R/a) - 2]

for R »> a

where

ug = permeability of free space

w
"

radius of loop

antenna wire radius

]
%

FEguivaient Circuit of a Smail L e
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- di
Va L dc + iRL
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ield, In the equivalent circuit,

The response «:f the equivalent cir-
cult is veadily obtainabla for the follow-
ing loads:

HIGL -RESISTANCE LOAD

RL >> wkl
then
i
VL(t) = qu sin ¢ A (t)
LOW-RESISTANCE LOAD
RL << aL
u_ A .
ip(v) = -%— sin & HY(v)
or
u_A
. _ o i
1L(t) = ﬁ;f sin ¢ ET(t)

Note that the load impedance does
not have to be resistive and it may rep-
resent the input impedance of an electron-
ic system such as, for example, a receiver
front end. The time domain response for
the case of Ry s ., is the derivative
of the applie& magnetic field. For the
small dipole, the open circuit voliaga
(Ry >> 1/uwCy) follows the EMP waveform
in early time. For the small loop, the
short circuit current follows the EMP
waveform.

Response of a Small Loop to EMP

RL>> wl
W) VL(t)
Hm [~
i
1
. — 0 ‘m ‘o _ oy
'm to ::]
Approzximate EMP Excitation Loop Responseé
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A quick look approximate energy ana- W = available power (watts)
lysis can also be performed to determine 2
an estimate of the energy dissipated in P = power density (wacts/m")
the load., In this case, the concept of 2
antenna effective area can be employed, A, = effective area (m%)
The effective area is related to the power
gain by: For an EM pulse, the energy available

A (w) = AZG : 2t the antenna terwinal is:
e w Z;TI’
where A Iy = o= :[ A i) J(w) dw
Ae(m) = affective area as
a function of fre-
quency where
A = wavelength of wave ‘ Jr = available energy (joules)
¢ = antenna power gain. , 2
Aegw) = effective area (u°)

The effective ar:a fur various antennus )
ie given below: J(w) = energy density spectzu

of the pulse (joules/u< Hz)

EFFECTIVE AREA OF VARIOUS ANTENNAS

It should be noted that all tlie avail-
able energy will be transferred to the load

Lffective Area b
- - only when the load impedance presents a

Antenna Type

Isotrophic Radiator IR conjugate match to the antenna impedarce
over the frequency range where the excita-

Yery Uhort Dipole 332/87% tion has significant components. Such a
wide bend match is physically unrealizable

Ha’ r-Wave Dipole Lealekn and would result in tco much of a worst

case. To accurately calculate the lnad
energy, one would need to know the system
transfer function, An approximation can
be obtained by making appropriate assump-
tions.

100% physical
area

Largas Aperture
Anteans

Pyramidal Horu 50%Z physical

area
. . Assume a transfer function, T(w), of
Parabolic Reflector 50-55% physical the form:
area ’ on
w ]
Ae(mo) [wo—w1i 0cox (mc~w1)
Y

T(w) = JA,_,@O)

~
€
)
€
-
~
as
€
A

: < (w +w1)
The sclution for an EMP is obtained 0

by calculating the energy available at
the antenna terminals in the frequency
domain for each significant frequency e
corponent in the pulse. The total energy
delivered to the load is then the integral w,o=
(rum) over the frequency spectrum cf the
pulse witich can be determined through
normal Fourier analysis techuiques.

W

S~
€
Q
+
€
-
A
A

center frequency of the
system resporse
(wo-wl§ = lower cutoff frequency of
the system response

For an antenna placed in the field
of a linearly polarized EM wave, the power
available at the antenna terminals under
conjugate matched conditions for sinusoi-
dal fields is given hy:

upper cutoff frequency of
the system response

(w0+w1)

and n determines out-of-band attenuation.

Tede B e

R

e

W = PAe

where

o~
—



Under this assumption, the energy
dissipated in the load is:

00

A | J- T(w) J(w) du

-0

The energy available at the load
will be distributed as shown below:

LOAD ENERGY SYSTEM ATTENUATION

Attenuation (ioes)

|
! &
|
|
| i
| |
} |

wg Wy up Wo'w
Frequency ——e

ns=| 6 db/octave
n=2 12 db/octave

For ideal preselectior, the rectangle
formed by (w_-w]) and (wg+wy) dotted lines
would be obt8ined. The case of n = 1
(6 dB/octave) is considered a worst case
and the bandwidth chosen is th=2 turning
range of the system. If additioral infor-
mation is available, a different value of
n may be more appropriate.

Fourier Transform Method

The responce of a linear system to
pulse or tzansient excitation can be de-
termined by the use of Fourier Transforms
(FT), provided the complex transfer func-
tions arc known over the frequency range
where the excitation has significant com-
punents.

The Fourier transform pair is defined
in terms of the following integral ex-
pressions:
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F(ju) = J f(r)e 19t [direct
A transform]
f(t) = ;L jf%jw)ejwtdm [inverse
=) transform]

In effect, the direct Fourier trans-
form takes a function from the time domain
to the frequency domain, whereas the in-
verse Fourier transform performs a fre-
quency-to-time domain transformation.
the Fourier transform pair provides a two-
vay transfcrmation. Note that F(w) is the
frequency spectrum of f(t).

F——"{ Direct Tronstorm
| !

[ F (@)
——-Dweru Tronsform ]..__

In principle, the solution to the
problem of determining the response of a
linear system can be obtained by Fourier
analysis as indicated. Note that the con-
cept of system transfer function is valid
only for linear systcms.

Thus,
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Input-Qutput Relationships of a Linear System
in the Time and Frequency Domeins

sy T

Linear System o (1)
(o) Time Responsa
— _Jtjw)

: BSystenn
Eljw) g Transfer
Function
r n

w v

This ie a flow chart indicrting the
procedure for obtaining the time response
cf a linear system to any excitation ue-
ing Fourier analysis. In most cases, the
Fourier integrations would have to be
carried out using numerical techniques
with the aid of a digital computer.

at) Diract Trensform _J——J E(jn)
1 jo}
4

1

Eol jw) J

——

I solt) Inverse Tronsform
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In general, the voltage tranefer
function is

v, (@)
Tv(m) E;TET (volts/Hz//(voltsim-Hz)

ar.d the current transfer function is

I (w)

Ty{w) = £, (@) (amps/Hz .~ (volts/m-Hz)

The time dependence is tiien determined by

1
) Tv(t.;') Ei(w) ejwtdw

-0

Vp(e) =

(volts)
and similarly for tte current.
As an example of the FTM, the equiva-

lent circuit for an antenna is shown in
the fcllowing figure

T (w)
Zo(w) =

Vi) [Zo )]

Vehe (w,8) E; {w) (~

where

he((u.e)

complex effective length
of the antenna as a func-
tion of polar angle ®

and frequency

B

Et(m> frequency domain repre-
sentation of the incident

field

Za(w) antenna impedance as a

fuuction of frequency
Z, (w) = load impedance as a
L function of frequency

B L RS N R



IL(w) » load current as a function the theory of R.W.P. King, C.W. Harrison,
of frequency Jr., and D.H. Dentor, Jr., can be applied.
For ﬁhil.o, Wu's formulae apply. The an-
VL(w) = load voltage as a function tenna impedance for a representative an-
of frequency tenna is shown in the following figure.

The cases which will be considered
will be for monopole antennas with the
following load conditions:

I=R+IX

ZL = 50 Q

ZL =  (short cirenit)

.
Y TN
Frequency

ZL = = (open circuit)

The antenna configuration is shown
] in the following figure:

Collestor or Source Impedance

—{ le2a Assuming a typical incident high al-
titude EMP waveform, the time histories
of the antenna load voltage and current
were calculated using Fourier Transform
Techniques.

fe——r—— oy -

The time histgry for the load volt-

7T age for Z; = », and for antenna lengths
e of 750 meters (f, = 100 kHz), and 7.5
meters (fo = 10 ﬁHz) are shown below.

777777777777

N

-

1p° 100 kHz

CYLINDRICAL MONOPOLE ANTENNA

v
Oran Circurt Voltage - MY
° -
LD
o
o
S e
3 -3
H
-
1
s
2

Open Cicunt Vollage tor & 750 Mele! Monopow

The antenna impedance is a complex
function. For

2vh "

gh = = <1.0 e
where § 100 o
g = & i
5

100 10 300 400 300

Time - ntec
Open Circuit Vollage for 76 Metst Monopole
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It should be noted that these an-

tennas basically ring at twice their res- Z& = 50 Q is shown in the following
onant frequency (damped sinusoid) under figures.
matched load conditions. The current
distribution approximates that of a shorted
dipole in free space under open circuit
conditions. In the case of the 7.5 meter
antenna, a capacity effect can be seen.
This 1s due to the fact that the antenna
is electrically short over most of the
frequency spectrum and acts as a capaci-
tance.
The load current for the case of 20
Zy, = 0 is shown for these antennas in the
following figures. 16 o=100kHz R 50 Ohms
Energy= 3.2 X 104 Joules
12
>
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1
‘ 3 o
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Shott Citcuitl Gurrent for 4 75 Meter Monope'e Load Voltage tor a 75 Meter Monopole

Again, the antenna ringing at the
resonant frequency is noted.

4-25

The load voltage for the case of
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This information can be presented
in a more useful manner for system hard-
ening. Of primary interest are the peak
voltages, rise times, rate of rise, de-
cay time, and energy for the case of
ZL = 50 Q.

The peak voltage for the case Zj =
50 @ as a function of the resonant fre-
quency of the antemnna is shown in the
following figure.

Q,
T

Resonant Frequency,Hz

——

6ol— i i . H
0? 10® w0t 10* 10* w0’
Peak 30 Ohm Load Voltage, Vol's

As can be seen, the peak voltage is
a direct function of the resonant fre-
quency (antenna length).

The rise time (defined as the time
for the amplitude of the initial cycle to
increase from 10% - 90% of che peak value)
ias also of interest for hardening design.
This is shown for the case of ZL = 50 Q
in the following figure.

e ——— e e ey

Resonont Frequency W

@ T e 10t ot et e
Rise Time of 500hm Load Vollone . nrec

L T R

As can be seen, the total rise time
is also a direct function of the antenna
length as one would expect, since the wave
is a resonant ringing damped rinusoid.

Surge protection devices (Section VI),
however, are primarily sensitive to the
rate of rise of the voltage. The rate of
rise as a function of antenna length (res-
onant frequency) is shown in the follow-
ing figure.

T
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Rote of Rise of 50 Ohm Lood Voltage, kV/ny

As can be seen, the rate of rise
(kV/ns) is relatively independent of the
antenna length. Consequently, surge ar-
restors must have essentially the same
response characteristics regardless of
the resonant frequency of the antenna.

0f equal importar.ce is the decay
time of the pulse in order to determine
the energy coupled into the system. This
is shown in the following figure for ZL =
50 Q.
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Dacay Time of 50 Ohm Load Voltage,nsec

Again, the decay time is a direct
function of the antenna lengtn.



load, Zj

RAescnont Frequency, Mz

Resongr 1 Frequency t.

The total energy dissipated in the
= 50 Q, is directly related to
antenna length (resonant frequency;. This
is shown in the following figures.
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4.5 ANTENNA COUPLING ANALYSIS - NONLINEAR
SYSTEMR AL BALINEAR

——

If a given system is nonlinear, Fourier
Transform methods are not applicable and
one must solve the resultant differential
equations describing the behavior of the
system. Sometimes standard circuit ana-
lysis computer codes, such as SCEPTRE, are
suitable for this purpose, if the system
can be characterized in terms of lumped
parameters, i.e., resistors, capacitors,
inductors, and controlled sources. Most
elactronic systems are, in fact, nonline-
ar since they contain such devices as di-
odes, tubes, transistors, etc. The major
difficulty is deriving this lumped para-
meter network. The network must have the
same transient response as the distribu-
ted system it is to represent. Both ana-
lytical and experimental techniques have
been utilized to obtain the system transi-
ant response. Having the transient re-
sponse, standard circuit synthesis approaches
can be used to define the LPN which would
produce this response.

In such cases, standard circuit ana-
lysis computer codes, such as SCEPTRE,
CIRCUS, or others can be ecmployed. This
creates the need for a lumped-parameter
network (LPN) representation of an antenna,
which is basically a distributed network.

Responss of a Nanlinear Syatem using
the Lumped-Parameter Network Method

Antenna Load
o' oew oPN it
b
.
Antena Load
) -
!_il)_. Equl“:::““' Equ:vp:cnl c"‘::“c‘.:“."“ I(_\}-




It i8 to be noted that:

1) Frequency domein techniques
are not valid when nonlinear
elements are incorporated in-
to a system,

2) If the lumped-parameter net-
work (LPN) representation of
a system is given standard
analysis computer codes can
be used for a nonlinear sys-
tem.

A flow chart of the lumped-parameter
network method for obtaining the transient
response of an antemna system would be:

Flow Chart of Lumpad-Purameter Natwork Method

EPP Polarization Dimensions Angie of Arrival

1
Antenns P.rln::r-_}————-'

Lobt-in EM Solution
L Synthesize \.PN4]-—————{ EMP E‘cnanonj

Anailye by
Circuit Anatysis Cole

Solution

To obtain the lumped parameter net-
work (LPN) equivalents of the effective
lengths and impedances for monopole and
dipole antennas, the expressions given by
Wu were analytically continued over the
complex freguency plane, and the poles
and zeros of these functions were found
numerically. The Singularity Expansion
Method (SEM) is one alternative way of
determining the required poles and zeros.
From a truncated set of poles and zeros,
the functions resulting were optimized
over finite frequency ranges. Using these
functions, conventional networlk synthesis
procedures were used to find the network
element values.

Another alternative approach to
determining the effective length and im-
pedence for an antenna would be experi-
mentally. The experimental data could be
fit by.again using conventional synthesis
approaches.

At the present time, a catalog of
equivalent circuits only exists for mono-
poles and dipoles. Effort ie continuing
to develop equivalent circuits for more
complex antennas.
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Availability of LPN Representations of Antennas

& Complete tables of element values are available only
for monopole, dipole and folded dipole antannas.
Thess tables take intp sccount antenna dimensions
and any angie of arrival.

®  Tables of slament values for other antenna
configurations are presently under davelopment.

®  Yebles of element valuss are also avsilable for the
ground reflaction coefticient. Such tables sre used in

calculating the transient response of antennas in
proximity to ground.

As an example of the use of tha LPN
method, the transient response of an 7
foot monopole over a perfectly conducting
ground was computed using both the l'aucrier
Transform Method and the LPN Method for s
linear 50 Q@ load. These calculations werg
performed for the antenna parameters, angie
of arrival and incident field showm in the
figure. A

)

EMP Excitation of 8 Monopols Antenns
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) P T
{

~
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EMP Eacitation

Monogole Antenna

An LPN representation of this antenns
is shown. The element values of the cir-
cuit model have been obtained from avail-

able tables.
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The results of the analysis using
SCEPTRE are compared to those obtained
from the Fourier Transforin Method.

FTM ve. 3CERTRE tor Monopole Antenna with 80 {l Load
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A second excmple desls with the
analysic for a noulinear lead. In this
example an 8 foot moncpole cver a per-
fectly condvctlng ground is loaded with
a fieid-effrect transister (FET) ampli-
fier. The input trapszoidal pulse is
limitad to a 50 V/m maximum amplitude
to keep the gate bias reversed, since
the FET nretwork model is mot valid when
the gate is forward biased. The purpose
ni this example is to demonstrate the
implementation of SCEPTRE using <« re-
ceiving monopole connected to a recelver
front: end.

FET-Loadad Monounia As:larv.e

[~ ) EESUSUN

Monuy.ole \

Antanne FET +
Lumpaes! Network 2002 vn
Eyuivalent -
EEE S i -

P B e P — e
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This model of the FET is used in
the calculations.
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The response of the FET amplifier
is shown here.

Outiut Voltegs of RET-Loaded Nonopols Antenns with
10 V m Trapazolde! Pulne nput
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This shows the zarly time response.
The ring up is due to the Q of the cir-
cuit. A similar ring down would be seen
in late time.
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Parabolic Antenna Example

The EMP response of a parabolic re-
flector antenna witk a dipole feed has
been considered. The basic geometry con-
sidered was a 25 foot paraboloidal antenna,
6 merers above ground with its axis tilted
30 degrees with respect to the ground.
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Tntegral equations for the current
distribuuion on a narabolic cylindrical
reflector were derived using superposition
methods, Tiuese integral equations were
solved numerically using an iterative
method. As expected, the frequency domain
focal-plane scatrered fields are poorly
focused for most frequencies of tge EMP
spectrum. This implies that the feed
antenna sees a practically uniform inci-
dent fileld.

The calculated open circuit voltage
and load current for this case ave shown
in the following figures for both the
over ground and free space conditions.
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4.6 STRUCTURES MODELED AS ANTENNAS

Missile in Flight

A useful model for a missile in flight
is a short circuited cylindrical dipole
antenna. For shape factors () greater
than ten (10), the missile can be consid-
ered as a thin dipole antenna and solved
by the Fourier Transform techniques.

The current distribution induced by
an incident EMP on the surface of a missile
body can, in principle, be determined od
the basis of scattering or antenna theory.
The computational effort required depends
to a large degree on the analytical model
and degree of accuracy required. In gen-
eral, the current density on the surface
of a missile structure has two tangential
components (for a perfectly conducting.
surface) which are related through a sys-
tem of two coupled integral equations. So-
lutions to such integral equations are
indeed very difficult and will not be con-
sidered here. A great deal of siwmplifica-
tion results if a cylindrical model for
the missile structure is chosen., It is
nsually assumzd that no circumferential
currents are induced, which is valid pro-
vided the diameter of the cylindrical an-
tenna is less than a quarter wavelength,
It should be recognized that foxr structures
vwhose length-to-diameter ratio is not large
(shape factor > 10), the circumferential
currents cen be as large as the axial cur-
rents. Moreover, first order approxima-
tions to the current (axial} djstribution
are pos:ible using thin linesl” antenna .
theory. This antenna theory requires thats

h >> a and 2a/) << ¥ 7 &

-
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If thes: conditiona are violated,
the resulting current disceibution ie ex-
pected to be only a rough estimate of the
actudi one. Fair agreement (a factor of
2) in terms of peak cnrrent can cometimes
be ohtained. The major digcrepancy oc-
curgs in the actual distribution of the
curzents on a complex structure due to
the superposition of the various compon-
ents comprising the total current.

Model 1or Micalle Structure

2
i
WP Field
rd
— I——lo E
e
‘/

L (] y

L/

The predicted response of a l2-meter
cylindrical structure to a 10,000 V/m
double-exponential envircnment for broad-
side incidence are presentsd in the figure.
The shape factor of the structure is q =
10.0 which corresponds to a length-to-dia-
meter ratio of 75.0. As expexted, the
amplitude of the current at the center of
the antenna is greater than that threce
meters from the ceunter. Otherwise, the
current wavefoims are almosi identical.
Note that the fundamental frequency of
the curreat ringing is (1.2 MHz vhose
period is 89 usec and is approximately
the time it trkes a current wave fto tra-
verse the length of the antenna twice.

Having determined the missile skin
current, the next step is tc calculate
the electric field on the in3ide surface
of the missile skin through its surface
transfer impedance, as discusced lacer.
This surface field may be viewed as a
distributed source, which excites the in-
terior of the missile body, resulting in
voltages and currents appearing &t vari-
ous terminals of electronic equipinent,
The missile: skin current also contributes
to the antenna excitation and can couple
to the interior via apertures or pene-
treats in the missile skin.
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Aesponse of Misste Struature
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Microwave Tower

An open type microwave tower struc-
ture can be approximately modeled as a
fat monopole to calcuiate the tower cur-
rent due to EMP. An effective radius
(a,.) can be determined for the monopole
whtch depends on the tower geometry.
Assuming a cylinder (and, consequently,
3g) that is the same size as the base of
the tower gives an upper bound on the
tower current. A lower bound is obtained
by assuming a cylinder equivalent to the
size of the waveguide. The difference
between the upper and lower bounds is
approximately a factor of 3.

MICROWAVE TOWER AND EQUIVALENT
FAT CYLINDRICAL MOHOPOLE (ADAPTED
WITH PERMISSION OF BELL TELEPHONE
LABORATORIES)

— e ———



-

To simplifs the calculation and de-
termine an upper bound for the tower cur-
rent two assumptions are made: (1) tower
monopole avid earth (ground plane) are per-
fect'y conducting; and (2} that the inci-
dent éMP electric field vector is parallel
to the aris of the cylinder. The effect
of these assumptions is to provide an up-
per bound which is within a factor of
appruximately 2,

Fer purposes of analysis, a monopole
vhich is perrfectly conducting over a per-
fectly conducting ground plane can be
considered as a dipole of half-height
equal to the height of the monopole.

e (N
Fat Mo e
Do s D
g . I
I P
_H 1 2h
& TI77777777777 &
“ Perectly Conducting
Ground Plare I 3
A
Equivalent Fat Dipole L
in Free Space

TOWER MONOFPOLE AND EQUIVALENT
FAT DIPOLE (ADAPTED WITH PER-
MISSION OF BEL.l. TELEPHONE LABS)

The approximate EMP induced current
normalized to the dipole half-height on
a normalized time scale for four shape
factors is shown.
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EMP - 'NOUCED TOWER CURRENT (ADATED
WITH PERMILSION OF BELL TELEPHONE
LABTRATORIES) .
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The ringing frequercy is approximately
equal to the fundamental resonant fre-
quency of the dipole.

P-3C Aircraft

Another example of EMP predictive
modeling has been the P-3C Aircraft.
Tgpical modeling of aircraft utilizes
thin wires. The simplest approxima-
tion is the wire cross model where the
fuselage and wings are modeled by ires,
neglecting the tail structure.

This was done for a P-3C aircraft as
depicted below.

The shape factor used for this ana-
lysis was @ = 2 Iln L/a = 7.0 (a = wire
radius). The wire radius used was some-
what smaller than the average occurring
won the real aircraft due to numerical
calculation difficulties. This results
iu wlightly higher peak currents due to
the higher Q associated with the smaller
radius.
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P-3C Aircraft Overall Dimensions




A

The wire model and caliculated re-
sponse data are shown in the following
igure. The data points arv locartad at:
(1) Point 1 at Z/L = 0.47. (2) Point 2 at
Z/% = 0.71, and {3) foint 3 at X/L, =
0.55. The excitation used was a 56 kV/m
step drive field.

The aralysis was performed using di-
pole models in free space for each wire
of the cross wire model. Calculations of
this type have shown reasonable agreement
in terms of principal ring frequencies
and to a lesser, but acceptable, accuracy
for peak currents and current distribu-
tions witlh sxperimental data. The cir-
cumferential currents are not predicted
using the thin wire model approximation.
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4.7 CASLE ANALYSIS

As in the case of antenna coupling,
to determine the load voltage, current,
or energy due to EMP excitation of cables,
it is necessary to calculate the current
voltage distribution on the cable. Depend-
ing on the cable construction and physical
configuration, the current distribution
can be determined by either antenna theory
or transmissicn line theory.

In this section, we will look at sim-

ple cables and geometries to illustrate
the analytical methods employed.

Cables in Proximity to Conducting Surfaces

In general, for cables in close prox-
imity (d << i) to a conducting surface
(i.e., earth or other conducting surface)
“1tenna currents can be neglected. Due
co the reflection from the conducting sur-
face in close proximity, the rnet field at
the cable for use in antenna theory is
nearly zero. The cable current (for un-
shielded cables) or the sheath current
(for shielded cables) is totally due to
transmission line currents.

Naturn of Current Distribution on Cables

Cable

T 77777777 Plane
Total Sheath Currerts

I00-I,41,
I,= Antenna Current
I, - Transmission Line Current
I'eo for d>> A
I,~0 tor d<<A
Horizontal Cable Over Ground

Tre transmission line equivalent
circuit of a small cable section over a
finitely conducting ground plane is shown
in the figure.
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Incremental Equivalent Circuit of &
Horizontal Cable Configuration

If the incident EMP field is
the point-source generatoi's shown

known,
can be

Ix

O
+

v

E
-\ Be o

o HPIE

The
given by:

where

V{x)

T(x)

g

AKX - -
4

IE-on Eydy

EB-jwpf:Hi dy

Eq - Tangential Electric Field at the
Surface of the Earth with
No Cable Present

transmission line equations are

W) = z1(x) - Eg - E

Q
—
~
»
~
]

YW(x) - IE

|

@
Ed

= capble impedance per unit
length in proximity tc the
ground plane

= cable admittance per unit
length in proximity to the
ground plane

= tangential electric field
at the surface of the
ground plane and in the
absence of the cable

= voltage at point x due to
incremental sources

= current at pcint x due to
incremental sources

= 1incremental voltage source

= incremental currenti source

It is to be noted that in this for-
mulation antenna currents have been neg-

lected.

evaluated by

(x,y) dy

d
Yf EL
o Y

d
jwuf H)  (x,y) dy
O

Ip (%)

Ep (%)

The transmissicn line equations are
solved for a point voltage and current
generator located at some general point
x = £ along the cable. The result will

give the Green's function solution, G(x, &),

to this problem for prescribed loading
conditions (Zp, Zp).
rent, I(x), at any point along the cable

is obtainable by use of the superposition

Then the total cur-

integral:
L
I(x) = Gy (x, £) I4(8) d&
o
L
v [ eyn By B ar
o
where
GI(x,E) = Green's function due to
a point current source
Gv(x,{) = Green's function due to
a point voltage source
L = length of cable.

The Green's functions are the solu-
tion of the transmission line equations
for a point voltage source or current
source at a point "g" on the line. The

total current on the line is then the sum-

mation (integral) of the contributions of

each of the point sources.
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A typical time hastory of the current
in a long cable above ground is shown in
the figure. This waveform was produced
for a vertical 2lectrin field at a graz-
ing angle of incidence. The time history
exhibits a high-amplitude spike with a
long decay (tail). This indicates the
low-frequency pickup is highly imporcant.
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Current, Kiloomperes

10
P Time, lsec
WIRE ABOVE GROUND -VERTICAL E FIELD

Cables in Proximity to a

Non-Conducting Surface

For cable runs which are close co
non-conducting surfaces, or far removed
from conducting surfaces, the transmission
line currents are quite small (negligible)
compared to the antenna currents,

To determine the sheath current for
shielded cables, or the pickup by un-
shielded cables (single wires), the cable
can be viewed as an equivalient dipole. In
this case, the antenna analysis discussed
previously, can be used to determine the
current distribution.

Nature of Sheasth Current Distribution on Cablos

2
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Verticsl Cable Over Ground
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If the entenna current distribution
un a cable configuration is not available
from antenna theory, the transmission
line approach may be used to calculate the
approximate current distribution. This is
based on the close analogy that exists be-
tween wire antennas and transmission lines.
This analogy is shown in the figure.

Sheath Current Diatribution in Cabk.s Using
T Line A
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incraments! Length of Cabla

Cable Configuration

Buried Cables

For buried cables, the principal pick-
up mechanism to cause sheatl. currents is
the common impedance mechanism. Electric
and magnetic fields cause currents to flow
in the earth, and the resistance of the
earth causes a voltage drop to appear along
the cable.

Buried Coaxial Cable

Av  Av  Av Av Time-phased Driving
Voltage
L

ViX) 1




For buried cables, the current in-
duced is obtained from a transmission line
model in which the soil surrounding the
cable is the return conductor. To model
this configuration as a transmission line,
it is necesaary to have the characteris-
tic impedance (Z,) and propagation (y) of

the cable. These are given by:
v = /IX
Z, = V27X
Z = Zg +Z; + jul
Y = juC Y /juC + Y
Ju ¥g/ju g
where
Zg = ¢o0il impedance
Z; = cable impedance
jwL = 1inductive reactance of
insulation gap
jw€C = capacitive reactance of
insulation
Yg = soil admittance.

For near surface bhurial (a few meters)

the incident field is approximately that

at the earth's surface. For deep gurial,
the propagation loss in the earth musc be
taken into account. The surface field or
transmitted fizld can be determined from
the reflection and transmnission coeffi-
cients, given in a later section, and the
earth propagation constant.

Depending on the angle of arrival,
the incremental voltage drops appear to
be progressively excited along the cables
so that a time-phased effect of the driv-
ing voltage must be considered. 1In the
case of a tangential angle of arrival
with the direction of propagation paral-
lel to the axis of the buried cable,
there is a tendency toward a traveling
wave buildup of the sheath current or the
cable as the wave progresses along the
cable. Fortunately, in general, this is
counteracted by the differences in propa-
gation time in the earth and in the wave
above the earth. The peak amplitude and
energy are greatly reduced by earth ab-
sorption. Due to the earth parameters,
the time history of the current in the
cable (deep burial > 10 meters), indicates
the primary pickup is lcw frequency and
of low amplitude.
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Surface Transfer Impedance for

shielded Cables

Once the sheath current distribution
is known, the voltage induced into a shield-
ed cable because of imperfect shielding
can be calculated.

The shielding effectiveness of a
cable can be represented quantitatively
by surface transfer impedance, which re-
lates the sheath current flowing on the
cable shield to the voltage drop per unit
length (surface electric field) appearing
at the inner surface of the shield.

A current, Ig, flowing on the cvuter
sheath of the cabie causes an incremental
voltage drop, AV, to appear across an in-
cremental length, Ax, on the irside of
the sheath. This voltage is given by

AV = ZTIS(X)AX

where Z7 is defined as the surface trans-
fer impedance of the cable. The surface
transfer impedance is determined by the
construction of the outer shield. Ana-
lytical expressions are available for sol-
id-shell and braided coaxial cables. Since
braided cables present a geometry that is+
quite difficult to analyze in detail, their
transfer impedance is most easily deter-
mined experimentally.
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Detinition: Transfer impedence for 8 Coarial Ceble

- — A E—— . - — . =

AviIma xz,

Before presenting expressions for
the surface transfer impedance of a solid-
state coaxial cable, it is useful to con-
sider the problem qualitatively. 1In the
limit of zero frequency, a current flow-
ing on the outer shell of a coaxial cable
will see the dc resistance of the shell.
At very low frequencies and thin wall
shields, there is little attenuztion due
to ckin effect., Therefore, at zerc fre-
quency, the voltage drop appearing inside
the shell will be the shell current mul-
tiplied by the dc resistance of the shell
given by

RdC = EF%EE ohms /meter

for thin-wall shells, where

¢ = the conductivity of the
outer conductor

t = the thickness of the out-
er conductor

b = the inside radius of the
outer conductor.

As the frequency of the shell current is
raised, less and less of it will pene-
trate the shell, and thus one would ex-
pect the surface transfer impedance of
the solid-shell coaxial cable to become
smaller.

Schelkunoff has developed an approx-
imate expression for the surface trans-
fer impedance of a solid-shell coaxial
cable using the assumption that the thick-
ness of the shell, t, is much less than
its inner radius. It is of the form

7 - n for t << b
21 vbe sin h (It)
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where

n = intrinsic impedance of the
shield

I' = propagation constant of the
medium

c = outer radius of outer con-
ductor

b = inner radius of outer con-
ductcr.

Surface Transfer impeadence of Braided and
Solid Outer Conductor Coaxial Cable

100 -
E 10 _ Braided
~
g h-\\\
£ N
2t \
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\
cli 1 A S |
ol I 0 100

Frequency (MHz)

The figure also shows the surface
transfer impedance for a typical coaxial
cable with a braided outer conductor. Note
that at low frequencies, i.e., less than
1 MHz, the behavior tends to follow that
of the solid outer conductor, and at zero
frequency the surf{ace transfer impedance
is given by the dc resistance per unit
length of the wires that make up the braid.
Above about 2 or 3 Mhz, the surface trans-
fer impedance begins increasing with fre-
quency. Kruegel investigated braided
coaxial lines in great depth. He found
that this high-frequency behavior was
strongly influenced by details of the braid
construction -- optical covering factor,
number of carriers, and braid angle to
name three important faccors. These fact-
ors determine the size and shape of the
holes in the braid and, thus, the magni-
tude of the magnetic fields which can
fringe into the interior of the cable. It
is apparently these frvinging fields which
determiue the high-frequency behavior of
the cable.

Rased on experimental results, the
surface transfer impedarnce for braided
shell coaxial cables is characterized by
a diffusion term representing diffusion
of EM energy through the metal and an in-
ductance term representing penetration of
the magnetic field through the holes.



where

ZT - ZD + ij12

Z, = diffusion term equal to

the dc resistance of the
braid per unit length at
low frequencies

the leakage mutual induc-
tance of the braid per
unit length (may be posi-
tive or negative).

The diffusion term, Zp is given by

ZD ¥

and the
by:

12

where

a =2 o =N

2

K(e)

i E(e)

4 + 1+j) d/s8
ndz N C o cosa sin + S

mutual inductance term is given

ot -3y
&C

2
E(e) - (1-e°) K (e)

o (1 - K)3/2 +
(1

2 —
e v1-e a > 45°
K(e) - E(e)

= optical coverage

= number of carriers

= number of ends

= diameter of individual wires

= weave angle
1
= skin depth = /rfuc

= wire conductivity
= free space permeability =

4m x 1077

complete elliptic integral
of the first kind

1]

complete elliptic integral
of the second kind

= \/l-tanza a < 459
= \ll-cotza a > 45°
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These expressions have been fcund to be
very accurate at low frequencies (d/8§ << 1)
and accurate to within a factor of 3 or
less at high frequencies (uM;, >> IZDI).

Several coaxial cable types have
been investigated to determine their sur-
face transfer impedance. The results for
two of the more common cable types are
giver below:

Cable Resistance Inductance
Type (ohms/m) (Hz /m)
-3 -1
RG-8A/U 4.5 x 10 + 8.75 x 10
RG-9A/U 3.2 x 1073 - 1.91 x 107}

EMP Response ol Typical Cable

We will now consider an example of
EMP penetration into a coaxial cable.
Let a coaxial cable be exposed to an in-
cident field, E;, parallel to its axis.
With the outer %onductor considered as a
linear antenna, the external incidert
field induces an axial current distribu-
tion on this conductor. 1I1f the current,
I5(x)., is known as a function of x, the
coupling into the cable can be repre-
sented by a continuous distribution of
incremental generators each with voltage
Z7Ig(x)dx, where Z7 is the surface trans-
fer impedance of the cable shield. To
determine the current distribution in-
side the cable from which the load current
through Z] can be obtained, it is neces-
sary to have expressions for the current
and volrage at any point on the line
with arbitrary loads (Z1, 22) for an
arbitrary location of a series point gen-
erator; this is the Green's function so-
lution to the problem. Then, by the
superposition integral, the curreant dis-
tribution due to a voltage source dis-
tribution is readily obtained.

Loaded Coaxial Cable in an
incidont Elcctric»\FieId

Coaxial Cable
’ .
i 22 1&

! tl.w

Ground Plane

g, ||
2l 7
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Let a section of the line h be term-
inated in 2y und Z9, and V) (x,E) and
I1(x, £) be the voitnge an& current at
point x when a point source, Vg, = ZrIg(£)
d¢, is impressed a x = £ in s%ries with
the line. Note tihat this travsmission
line corresponds 10 the interior of the
coaxial cable. Tt@ voltages and currents
in this line are g 'ven by Schelkunoff.
Let the current Gr:en's function be ex-
pressed as:

Gp(x,8) = I(x,E)

Then by the svperposition integral

h
L{x) -f Gy(x.8) I.(8) di
o .
and
I(o) = IL =
h

[ o600 10 e

In order to perform this integration, the
sheath current distribution, I_(E), must
be known. Since the shield (ofiter con-
ductor) of common coaxial cables satis-
fies the conditions of linear antenna
theory (h/a >> 1, 2a/x << 1), it may be
treated as an unloaded receiving antenna
in a uniform field. The total axial cur-
rent (sheath current) distribution is
approximated by the following expression:

- , cosBE - cosgh
IS<£) = IS<OI —I

- cosgh
where
R = propagation constant of
the medium survounding
the antenna (cable)
Is(o) = —heEi(jw)/Za.

In this relationship, he is the
effective length of a monopole antenna
of physical length, h, and Z, is its in-
put impedance. In the equation concern-
ing the frequency-domain transfer functionm,
the current in the load, Zl’ is ielated
to the incident electric field E*(jw),
the time history of the load current is
determined by taking the inverse Fourier
traasform. Ler

IL(w) = ILR(u)) + 3 ILI(w)

be the spectrum of the load curvent decom-
posed into its real and imaginary parts.
The time history of the Load current is

then
W

c
iL(t) - _T]‘._[ [ILR(w) cos wt -
Jo

ILI(m) sin wt)dw

where, in obtaining the second part, use
has been made of the relation Iy (juw) =
I3, (-Jw), which is the case for any time
invariant, linesar system. The radian cut-
off frequency, w., is used for computa-
tional purposes and is determined on the
basis of the high-frequency content of
the excitation pulse. For example, the
highest significant frequency contained
in a Gaussian pulse is usually taken to
be fc = 2.6 f;, where f; = 1/2rt] and t}
is a measure of the pulse width, (t, =
0.4246 t  where t, is the pulse wid@h at
the half amplitude points). Numerical
techniques may be used to integrate this
equa.ion with the aid of a digital com-
puter,

Transmission Line with s Voltage Point Source
oo o
Vo Iix6
o/ g\
b x ~ +
3y 2,.8 e gz,
Xe0 XeoL

The description of the incident elec-
tric field pulse assumed here is a Gaussian
pulse of unit amplitude and of width t, =
100 nsec at 1/2 amplitude point. It is
given by the expression

2
éi(t) = eXxp {- ELQ- }
2t

where t, = 0.4246 tw sec is a measure of
the pul&e width. The spectrum of the
pulse described is

ST
El(jm) L
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where wy = 2uf) = 1/t] rad/sec. FVe: this
example, a 25-meter RG~BA/YU and a 25-
metar RG-9A/U cable wera considered. The
electric field vector was parallel to the
axis of the cables and broadside incident.
The gulse width assumed corresponds to a
cutoff frequency fc = 9,75 MHz.

The transient response of the load
current was obtained numerically for the
following special cases:

Case T

RG-8A/U Cable
h = 275 meters

t = 100 nsec

Z1 - zo = 50 ohms

Z2 = 0
Cagse 11

RG-9A/U Cable
h = 25 meters

t = 100 nsec

Z1 - Zo = 50 ohms

Z2 = 0

Case II1
RG-8A/U Cable

h = 25 meters
t, = 100 nsec
Z, = Zo = 50 ohms
22 = ®
Case IV

RG-9A/U Cable
h = 25 meters

t = 100 nsec

Z1 = Zo = 50 ohms

2 = »
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Shown are the time histories of the
load currents for Cases I and II for a
Gausaian pulse whose amplitude is 1V/m
defined previously. Note that the time
scale is normalized with respect to the
pulse width, The results indicate that
the ringing of the trunsient response is
mainly due to the fundamental resonan®
frequency of the cable when viewed ex-
ternally as an unloaded scattering antenna.
The fundamental period of current oscilla-
tions is determined by the time it takes
the current wave tc travel four times the
cable length, with the prcpagation vels-
city of free space.

Time History of Loud Ciusvent - Cose §
TetHeo™)
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00 2n 2 o0 o 4
Time Mistery of ".oad Curvent - Cose I
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The time histories for Cases III and
IV are shown here.
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4.8 SHIELDING ANALYSIS

There are about as many analytical
approaches to calculating shielding ef-
fectiveness as there are shielding engi-
neers. In general, the rigorous approacl.es
involve some simplifying assumptions
which are some.imes pertinent tu the EMP
problem area. In this ise, they asaume
the conductivity of the shield to be such
as to permit first solving f r the cur-
rent distribution on the exterior of the
shield, as we have done in the previous
sections, It also assumes that the
shield is reasonably good so that any
equipment configurations inside the shield
are not a dominant factor.

Thus, the shielding approaches have
been boiled down to the three basic
groups; exact approach based on scatter-
ing theory, approaches which involve some
implicit assumptions which can be shown
to give rise to the lumped circuit approx-
imation, and the Schelkunoff plane wave
approach which gives rise to the so-called
transmission line equivalent. The rigor-
ous or lumped-circuit approximation ap-
pears to be a satisfactory uapproach for
most EMP-type shielding applicationms.

It does tend to break down where tha con-
ductivity of the wall materisl is low;
for example, the conductivity of coke or
wall material made out of seawater.

Scattering theory

Lumped-circuit approximation

L
Al
Plane wave. tranamission

line equivalent circuit
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Scattering Theory Solutions

For simple geometries such as spher-
ical, and cylindrical shells and parallel
-lates, scattering theory solutions have
een obtained. These sre presented in
the form of transfer functions as a func-
ticn of frequency.

Bas:? on the exact scattering theory,
fo- frequencies greater than a few Hertz,
the transfer function for magnetic field
shielding is of the form:

Hin(w)

w

T,%w) =
H ex

and is given by:

'IH((u) - I(EB
z

f = fraquency of incident field

k = (uolu)kzb
iy = Jue - 2
_ Tos skin depth of

¢ = l/nfuo material

d = rthickness of enclosure walls

w, = permeability of free space

" = permeability of enclosure
walis

o = coaductivity of enclosure
walls

The factor "b" in the equation is a geo-
metric variable that characterizes differ-
ent enclosure geometrics as follows:

b = the separation distance be-
tween plate=s for large area
parallel plate shields

b ' = the radius for cylindrical
enclosures

b = 2/3 the radius for spherical
enclosures



At high frequenciss, where the wall thick-
ness is greater than the skin depth
(d > §), the transfer function reduces to

2/ 8 e'd/6
fLle

At low frequencics (d < &) the magnetic
shielding becomes

Ty(w) = 'E{.‘!’T\"_%—;—f ‘

The transfer function for electric
field shielding is given by:

T“((ﬂ) -

2 (kyb)?
T = £oln w0
kl - 2ﬂ/A
A = wavelength of impinging
field
for d > 6§, high frequencies:
9 we be-dld
TE(N) - —""_Q -
vZ aé

€ = 10-9/36ﬂ farads/meter

for low frequencies, d < §:

9mcob

T = Tea

A conservative approximaticn for
other geometries (cubes, rectangles,
etc.), modeling a structure as a sphere
with b being the minimum dimension of
the enclosure is good practice.

Low Frequency Lumped Circuit Approximation

The very low frequency magnetic
field penetration characterization for
a sphere is given in the form of an R-L
circuit. The shield is regarded as a
good antenna with inductance L. The
Thevenin equivalent voltage generator is
equal to the magnetic field intensity
incident on the shield. The various
circuit parameters are related to the
parameters of the spherical shell:
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R = 21m2
331
1L = ZWEan2
a = radius of sphere
d = wall thickness
¢ = wall conductivity
u = free space permeability
n = equivalent number of turns
(this cancels out in the final
expression for shielding
effectiveness).
L
- LN T — o
in |
ﬁ>£§%(” l‘ R K= R

ANALOG LIRCUIT CHARACTERIZING SHIEL DING
EFFFCTIVENESS OF SPHERES

Using the circuit approximation, the
time history of interior field with a
Gaussian pulse of 120/n, amperes/meter
peak amp"‘tude incident on the shield was
calculated. The shield was an 18 inch
radius, 1/16 inch wall thickness aluminum
sphere. The calculation, using the cir-
cuit approximation, was compared to one
using exact scattering theoxy.
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The early time-history of the inter-
ior field is shown in the figure. The
maximum interior magnetic field intensiry
is proportional to the integral of the
incldent field. This maximum interior
field is reached with a rise time appror-
imately equal to the incident field dur-

‘ation.
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An exponential decay describes the
long time response after the initial
rise. The decay time constant is R/L.
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The very low frequency electric
field penetration characterization for a
sphere is given in the form of an R-C
cirenit, The shield is regarded as a di-
pole antenna with effective height he and
capacitance C. The Thevenin equivalent
voltage generator is proportional to the
electric field intensity incident on the
shield. The wvarious circuit parameters
are related to the parameters of the

spherical shield:
a2 = radius
d « wall thickness

0, * wall conductivity
The elecrric field at the center of the
sphere is preportional to the voltage
across Rs.

JLC -391.0
N\

3
1va.r,;n-ecom 3 T AL

2ayd
For 8>>d and -5-':2—0 .

VERY LOW FREQUENCY ELECTRIC FIELD
PENETRATION CHARACTERIZATION
FOR A SPHERE

Ucsing the low frequency circuit ap-
proximavion, the time history of the in-
tericr field with a Gaussian pulse of 1
volt/meter peak amplitude incident on the
shield was calcalated. The shield was an
18 inch radius, 1/16 inch wall thickness
aluminum sphere, The calculation using
the circuit approximation was compared to
one using exact scattering theory.
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Obviously, if the enclosure has r
holes, this provides a means for the ex- .
tericr fields to leak into the interior. 2 a3 '
Typically, if we assure the enclosure Hy = w5 () H sin ¢ cos B
aperture to be vary small compored to \
th~ general size of the enclosure, the )
eticct of a small aperture can be calcu- where
lated. In this case, a magnetic dipole s
{s assumed to appear in tha aperture hola E,» E., E; = irte’nal electric fleld
which is polarized in such a way as to components in spharical
cancel the exterior 2urrect flow. How- coordinites
ever, since this dipolm is ccupled doth :
to the axterior and interior, this pre- Hy, H. Hy = irternal magnetic field
vides a source of interior fields which ' comporents in spherical
tends to fall off at the low frequencies cocrdinatas,
inversely proportional to the cube of . Y %
the distance away from the aperture. In a = radiur of \chetaperture.
the case of real enclosures, the effect In an.alysii;of non-cir-
of the enclosure walle must also be con- cular spertures, "a
sidered. shiuld be seot equal to

1/2 the largest dimension
of the opening under
consideration

r = radial distance from
the point ‘n the en-
closure at which the
field strengths are to
be determined to the
center of the hole.

i
)

Bucking Megnetic Dipole
Cauaed by Hola is

inside snd Cutaide go
/

For a plane wave incident on the
structure, both the electric and mag-
netic fields will penetrate. The EMP
propagation is in a direction parallel
to the shielding plane. The geometry
is depicted in the figure. The pene-
trating fields are given by:

~.
-3
Q Folls Ot ~ R
/ \ For Ona Hole
\Y
n
H

Encloasd|Spoce

‘Mndow,
Hateh,

s ] P
Er = 2/3n (;) Eo cos 9
1 a3
F-e = ETT- ('r') EO sin © L
E¢ = 0 PENETRATION O ELECTRIC AND MAGNETIC FIELDS THROUGH
4 a3 .- A CIRCULAR HOLE
Ho = = (;) Ho sin ¢ sin ®
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Special Probiems

There are many peciel problems which
we have nrt covered in this very brief
discussion on shielding. As mentioned
previousiy, there is a problam uaing the
so-called rigorous or lumped-element ap-
proaches, wherein the paranecers of the
wail material are quite cunparable to the
ground parameters. Another cese not con-
sidered, but cne that must be considered
in any shielding, is the collection of
the udditional current arising from at-
tached cables us illustrated here. Oh-
vicusly, we can get & lot more penetration
if an exposed cable runs through an other-
wise shielded enclosure.

Speaciut Problems

'Tﬁ.g‘/? ‘ é C;mpcubl- Parumaters
AR

o I lege | =[ou v res |

Added Surface
Currents trom
Attached Cablus

Cable Running

% through Enclosurs
I, I

The mesh or loop-type shielding is
valid only up to the point wherein the
circumference of the loop is significant-
ly smaller than the wavelength. Where
the circumference of the loop is larger
than the wavelength, various distorted
types of penetration can occur, such as
illustrated here.

We also have a multi-point ground
problem. In many instances it is nec-
essary to ground equipment to the walls
of the enclosure at different points. If
the inside wall of the enclosure is used
as a return current path, serious prob-
lems may occur and may arise from lack
of symmetry in the conductivity in con-
struction of the wall enclosure. Specif-
ically shown is the effect of seam
resistance. If this enclosure is exposed
to exterior fields, currents will flow
on the outside of the enclosure. Due to
the seam imperfections, a voltage drop
occurs both on the outside and inside
near the seams, This voltage drop can,
in turn, then be injected into the cir-
cuits via a common ground or common im-
pedance.
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Specml Frobgema

High Srequeney Pensuaton
Through Mesh wall

| . /‘ Myt Pomy Interrer
<:? Z_ y (‘);-;::T and Red
/,

Dl

As mentioned in the previous section,
field enhancement also plays a major role
in coupling. The enclosure itself can al-
so enhance the fields, especially near
corners and edges.

For certain situations, saturation
and nonlinear effects of the wall mater-
ial may be important. However, if the
wall is designed of ordinary cold-rolled
steel, copper, or aluminum and is of suf-
ficient thickness to begin with, this, in
general, is not a problem for the radiated
or more distant fields,

Specisi Problams

*d + 4
*d

Current and Voltage
Concentrationa at

Carners and ;
Edges / _.r-.——— ]

;anur.lmn and
Nanlhinear

Conswderations

Reflection and Transmission of EM Wavoes

To determine the response of an under-
ground coupling structure to EMP, it is
necessary to first calculate the sub-sur-
face EMP fields in the absence of the
structure. An approximate method for cal-
culating the transmitted EM fields into
the ground is to assume a plane surface
and use ray theory in conjunction with



.
&

appcopriate boundary conditions. Cons.d-
or now & vertically (E field in the plane
of incidence) polarizea EMP plane wave
incident on the earth's surface at an el-
evation angle v.

Reflected and Refracted Waves at
the Air-Ground interface

Ground ’

N

Ht

It can be shown that the ground
reflection coefficient for the vertical-
Ly polarized case is given as:

YN

cos“y

r (e ~ix)siny - /Q;r-jx) -
Ry =1~

E (er—jx)sinw + /Qer-jx) - coszw
where
x = e
o
¢ = ground conductivity
€, = relative dielectric constant
of ground
¥y = elevation angle.

The transmission coefficient ic defined
as:

siny

t

E
Tv = = (1- )
v 1 Ry
E \/1 S coszw

r

The geometry for the case of hori-
zontal (E ficld normal to the plane of
incidence) polarization is shown in the
following figure.
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t

Medium|

Medium 2

REFLECTED AND REFRACTED WAVES--
HORIZONTAL POLARIZATION

The reflection coefficient for this
case is given by:

E siny -ﬂvker-jx) - cosza

1 siny +“chr-jx) - coszw

and the transmission coefficient is

1+R.H
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SECTION V
COMPONENT AND SYSTEM DEGRADATION

5.1 INTRODUCTION

Electromagnetic energy coupled into
a system through deliberate antennas, via
penetrations, or directly to internal cir-
cuit wiring due to apertures can degrade
the system's parformance. The degree of
degradation is a function of many factors
related to the normal operating mode of
the sgstem, the mission of the system,
and the components utilized in the system.
The purE:se of this section is to present
the mechanisms which cause performance
degradation and provide the thresholds at
which component degradation occurs.

Vefinitions

In order to understand the discussion
that follows, it is necessary to clearly
define the terminolegy that will be us=d
in this and subsequent sections of the
course. The terminology to be defined
here relate to the abilicy of a system to
perform its mission in the presence of an
EMP,

To assess the impact of an electro-
wagnetic pulse, or any other gtimuli on
a system's performance, the response of
the system to the stimulus must be known.
This response (in terms of degradation or
upset) of a component, equipmen: package,
discrete subsystem or system is termed
the susceptibility.

SUSCEPTIBILITY

Susceptibility is defined os the response oi individual
components, equipment packages, discrete subsystems,
or complete systems fo a broad range of electro-
magnetic waveforms,

The conclusion that a system is sus-
ceptible does not mean that the system's
performance is deteriorated, it means
only that the system responds.

At the component level, suscepti-
bility is usually determined empirically
and may be expressed in terms of a thres-
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hold. For equipments, subsystems, and
systems, certain coupling modes and com-
ponent thresholds are implicit in the
determinaticn of the susceptibility char-
acteristics. A knowledge of susceptibility
permits a determination of the perform-
ance degradation for various conditions
of exposure.

The reduced capability of a component,
equipment, subsystem or system is termed
the degradation of performance. The de-
gradat?on may be determined by jointly
considering the susceptibility and envi-

ronment (etimuius) or more directly by
esperimental metheds.

OEGRADATION

Performance degradation is the deferiorolion of some
feature of o system in response fo an undesired
electromagnetic environment,

In some cases, some performance de-
gradation can be tolerable. When the
performince degradation exceeds the
limits of setisfactory performance due
to a stress, the system/component is con-
sidered vulnerable tc thet stress.

VULNERABILITY

System vulnerability relotes the perform if the
mission within acceplabie limits of degrodonon to
certoin hostile situations.



There ara two types of degradation,
They are:

1. Functiovnal Damuge
2. Operational Upset:

Functional damage refers to perma-
nent damage due to an electvical tran-
sient, while operational upset refers to
temporary impairment due to an electrical
transient.

FUNCTIONAL DAMAGE
AND OPERATIONAL UPSET

If o system becomes permanently domoged due fto
o large electrical fronsient, it is said fo have
wifered functional demoge

The tamporary impairment of a system's operation
due to o smaoller electrical transient is known
as agperationol upsel.

There are likely to be a variety of
failure criteria. These msy be broadly
classed into three categories:

1. A catastrophic failure refers
to a device which could not be
expected to operate satisfac-
torily in any circuit.

2. A sgrametrxv failure refers to
a device where parameter de-
gradation has proceeded to a
point where the circuit, al-
though it continues to operate,
will do so at reduced effi-
ciency or lowered performance.

3. A state failure refers to an
vndeslred change of state of
a circuit.

FAILURE

There are likely to be a variety of failure criterio.
These may be broadly clossed into three categoriss:

\. zalastrophic failure
2. poromelric floilure
3. stote forlure

To define failure, therefore, it is
necessary to consider the allowable de-
gracdation of performance of a component,
circuit, equipment, subsystem or system,
When this allowable degradation has been
axceeded, failure has occurred.

History

The first reported instance of EMP
effects l{pearing in the open literature
is from Electronic News, October 39,
1967,

“U.S. Seeks Answers to A-Blast Oddity."

The article reports:

During the high-altitude au-
clear tests in the Pacific

in the early 1960's, "Hun-
dreds of burglar alarms" in
Honolulu began ringing, 'cir-
cuit breakers on the power
lines started blowing like
popcorn.”

Since there were no electrical storms in
the area, it was concluded the EMP from
a high-altitude nuclear test 500 miles
away was the cause of these unusual oc-
currences.
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Other faiiures noted during the at-
mospheric test era were associated with
some of the very sensitive diagnostic
instrumentation used to instrument the
tests. Upset of timing circuits and
some communication links were also evi-
dent. Little damage or upset of deployed
szstems was noted. This resulted because
the systems deployed were primarily ana-
log types and employed vacuum tubes for
the most part which have been shown to



be relatively hard components.

System tests, using non-nuclear sim-
ulation of the EMP, in recent years (the
late 1960's to the Yresent) have demon-
strated that digital systems employing
computers or computer type memorjes are
potentially vulnerable to upset, and
systems empIO{ing solid state components
are potentially vulnerable to damege.

Devices which may be susceptible to
functional damage due to electrical tran-
sients are:

1. Active electronic devices (es-
pecially high frequency tran-
sistors, integrated circuits,
and microwave diodes).

Passaive electrical and elec-
tronic components (especially
those of very low power or
voltage ratings cr precision
components) .

3. Semiconductor diodes and sili-
con control rectifiers (es-
pecially those used in power
supplies connected to public
service or long cable runs).

4. Squibs, detonators, and pyro-
technical devices.

5. Meters, indicators, or relays.

6. Insulated RF and power cables

(esvecially those running near
maximum ratings and which are

exposed to humidity or abrasion).

Potentially dangerous situations may
also occur in the presence of explosive
fuel vapors 1if an arc should happen to
form. An example is that of rocket
fuels containing premixed oxidizers.

Devices or systems which may be
susceptible to operational upset due to
electrical transients are:

1. Low-power or high-speed digi-
tal processing :ystems.

2. Memory units such as core
memories, drum storage,
buffers, via wiring.

3. Control systems for in-flight
guidance.

4. Protection or control systems
for the distributicn of 60
or 400 Hz power.

S. Subsystems employing long in-
tegration or recycling times
for synchronization acquisi-
tion or signal processing.

C A e v
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5.2 GENERAL DAMAGE AND UPSET CONSIDER-
ATIONS

In order o assess EMP effects on 1
system, it is necessary to determine if
the system will properly respond crice
the transient conditions have been damped
out. These predictions require a know-
ledge of the threshold levels at which
components fail (damage) and the thres-
hold levels at which circuits temporar-
ily malfunction (upset). The asseasment
problem is further complicated since for
a component to fail or a circuit to up-
set, sufficient energy must reach the
sengitive component or circuit. This
energy collection and transfer problem
is highly dependent on the system physi-
cal and electrical characteristics, It
is these characteristics which deter-
mine the total available energy at the
sensitive component, and the waveshape
and fundamental frequency of the induced
voltage and current at the sensitive
component .

The modern trend in electronics is
to more transient sensitive components
and circuits. As vacuum tubes were re-
placed by transistors, and transistors
by integrated circuits, electronic eguip-
ment has become more susceptible to dam-
age from EMP. Even the passive elements
now being incorporated into electronics
have more susceptibility to damage than
before. An example of this is the dif-
fused and thin film resistors in inte-
grated circuits.

TRENDS IN ELECTRONIC EQUIPMENT
WHICH INLUENCE EMP DAMAGE
AND UPSET CONSIDERATIONS
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Widespread use of digital electronics
equipment has placed emphasis on the im-
portance of the effects of transient
disturbances This stems from the dis-
crete, multi-static nature of digital
equipment as compared to analog equip-
ment which, although it ma{ have many
degrees of freedom, generally responds
to transients by temporary excursions
from steady-state operation conditions
to which it returns after a time interval



determined by circuit characteristics.
With digical equipment, a momentary tran-
sient may cause the device to jump to a
new statce which is totally unrelated to
the initial state, and from which it may
of its own accord, never return after

the :ransient has subsided.

A comparison of tha susceptibility
of common components or devices based on
the threshold energy required for damage
is shown in the figure. The threshold
for upset is ienerally one to two orders
of magnitude less than the minimum indi-
cated for damage of the most gensitive

components (i.e., 10-8 to 10-10 joules).
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The effects of EMP on a system de-
pend not onlg on the energy collected by
the system, but also on the nature of

the circuits and components in the system.

The EMP induced response in a circuit or
component depends on the relationship
between the time/frequency domaln of the

incident EMP fields and the time/frequency

response of the system of interest.

Incident EMP
Flelds

Energy
Collector

ystom
Tronsfer
Function

Energ
Horden Incidet On
System Cir cuit/Comp,

Energy Incident
Exceeds The Document

Yes 4¢——— Mmm Energyl . No —» And
Damage/Upset Stop

Consider the incident EMP fields from
an exoatmospheric burst. For purposes of
system assessment, the time waveform is
characterized as a difference of exponen-
tials providing a pulse with a rise time
of a few nanoseconds and a fall time
(first zero crossing) of nearly a micro-
second. A transient with these rise and
fall times will have very broad spectral
content (approximately 10 kHz to 150 MHz).
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The energy collectors (cables, an-
tennas, apertures in shields, atc.) assyc-
iated with real world systems do not
respond uniformly over the entire frequency
spectrum. Rather they respcnd most strong-
3{ at their own fundamental resonances

ich generally produce a coupled voltage
waveforu with the characteristica of a
damped sine wave. This coupled waveform
may or may not be further modified prior
to arrival at the sensitive portion of
the circuit from either a damage or up-
set viewpoint. This dopends entirely on
what frequency selective or amplitud:
limiting circuitry may be employed.
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It is obvious from this discussion
that the effects of EMP on a system are
highly dependent on the system character-
isties. To develop a simple failure model
and derive comparative damage constants
for components empirically, a uniform
test procedure was necessary. A conserva-
tive model has been developed utilizing
iquare wave pulses and testing components
out of circuits to empirically determine
the damage constants of components. The
test pulse duraticn is related to the
frequency of the camped sinusoid by the
following equation:
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1
t"s-f
t = test pulse duration
f

= frequency of damped
sinusoid

The damage constant (damage level) data
presented later was obtained in this
manner.

Upset is primarily a system or cir-
cuit related problem rather than a com-
ponent problem. It is concerned with
changing state of digital logic, memory
erasure, etc. Whether or not an inter-
fering waveform will result in the intro-
duction of errors (change of state of
flip-flops or gates) degenda on the char-
acteristics of the waveform (rise time,
duration, and amplitude) and the circuit
(bias conditions, type of logic, etc.).
Memory erasure depends on the driving
current into the memory cores, or record-
ing heads. Capacitive discharge (expo-
nential pulses) were used to determine
the minimum energies to cause the result-
ant action presented later as a rule of
thumb guide for a comparison with the
Jamage levels presented. These data can-
not be used as other than a rule of thumb
guide, however, due to the degree of
waveform/circuit dependence.

5.3 COMPONENT FAILURE

A number of damage mechanisms have
been observed for electronic components
subjected to electrical transients. Some
of these are

® Dielectric breakdown
e Thermal effects
e Interconnection failures

The voltage at which dielectrie
breakdow: occurs is a function of the ma-
terlal and the thickness of the material.
Breakdcwn can occur in all types of insu-
lating layers if the voltage stress is
high enough and applied for a sufficient
time (pulse duration). In the case of
insulators, this generally occurs as sur-
face breakdown. In the case of electronic
components, it may occur as surface break-
down or internal greakdown.

Thermal effects result from the dis-
sipation of energy in the component due
to excessive current flow. This is a




major cause of semiconductor junction
failure snd resistor burnout. Thermal ef-
fects may also be responsible for such
failures as spot welding of relay con-
tacts, and detonation of electro-explosive
devices employing bridge wires.

Interconnection type failures result
from the induced electrical transients
increasing the temperature sufficiently
to cause melting of metal surface connect-
ions, beam leads on integratec circuits.
and the wire in wire-wound resistors.

These effects can result directly
from the EMP induced voltages and currents
or indirectly due tc power follow through.
Power follow through occurs where the EMP
induced transient serves to trigger a
particular effect and where sufficient
energy can then be supplied from other
sources (such as transmitter outputs,
power supply, etc.) to cause permanent
damage.

These effects ara discussed as they

apply to various components in the follow-
ing paragraphs.

Semiconductor Device Failure

The initial understanding of semi-
conductor device failure is best obtained
by considering a single P-N junction.
Subsequent extrapolation of the phenomena
to multijunction devices is relatively
straightforward.

The principal failure mechanisms for
a single P-N junction are:

PRINCIPAL FAILURE MECHANISMS
FOR A SINGLE P-N JUNCTION

I. For Reverse Voitages
(a) Surfoce Breokdown Around the Junction
(b) Diglectric Braokdown

{c) internal Breokdown Through ths Junction
Within the Body of the Device

2. For Forwgrd Voltages
in
) ol gioom b e Soe

These failure mechanisms are dis-
cusgsed in the following paragraphs.

Surface Effects

The destructicr mechanism of a sur-
face breakdown is usually to establish a
leaka%e path around the junction, thus
mullifying the junction action. The
Junctinn itself is not necessarily des-
troyed and re-etching the surface can
return the junction to normal operation.
The problem of theoretically predicting
surface breakdown is difficult since it
depends upon many parameters such as geo-
metrical design, doping lavels near the
surface, lattice discontinuities on the
surface, and general surface conditions.

It is well known that the surface of
a P-N junction influences the electrical
characteristics of the semiconductor de-
vice. For the junction perpendicular to
the surface, surface breakdown can be
explained as a locdlized avalanche multi-
plication process caused by narrowing of
the junction space charge layer at the
surface.

SURFACE BREAKDOWN
AROUND THE JUNCTION

space charge layer

TN
o s

junction
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space charge layer in reverse
voltage mode

It has been shown experimentally
that the electric field is altered by the
contour of the semiconductor surface in
the vicinity of the junction and proper
contouring of the surface of a P-N junction
results in a lower potential gradient at
the surface.

SURFACE BREAKOOWN
AROUND THE JUNCTION

spoce charge layer with bevelled p-n junction

Thes+spece charge layer is then
spread over a greater surface distance
than it would occupy if the surface edge




were perpendicular to the junction. For
the conto'red surface, the maximum elec-
tric field at the surface will be less
than that within the body of the device.
By Erogotly contouring the surface, the
peak electric field there can be reduced
to a fraction of that in the interior of
the device. Hence, it is poscible to
build junctions which exhibit body break-
down prior to surface breakdown, thus
eliminating this type of breakdown as a
principal failure mechanism.

Since avalanche breakdown occurs
more sasily on a surface than within the
body of a4 device, and since it is strong-
ly field dependent, a reduction in elec-
tric field on the surface of a P-N
junction device is also desirable from
this standpoint.

Dielectric Breakdown

Junction failure due to dielectric
brecakdown is a result of a large avalanche
current which forms a path for an arc
discharge to occur. This can result in a
puncture through the junction with an
actual pinhole being formed. Usually a
junction short is causad.

Most semiconductor dielectric layers
ave thick enough to withstand severe elec-
trical transients, Thin layers, such as
those found in fast switching devices
(insulated gate field effect transistors),
can breakdowr at dc voltrages ranging from
30 to 200 volts. Dielectrics can with-
stand higher tra..sients and ac voltages,
but if the transient persists long enough
for avalanching to occur (about 1 micro-
second), they can still be damaged.

Internal Junction Breakdown

In internal body breakdown, the des-
truction mechanism apparently results
from changes in the junction parameters
due to localized high temperatures within
the junction area. These temperatures
can be of such magnitude that alloying,
or diffusion of the impurity atoms occurs
to such an extent that the jun¢tion is
either totally destroyed or its properties
drastically changed. The current may be
sufficiently high and localized to cause
melting at hot spots within the junction.
Such action can result in a resistive
path(s) across the junction which develop
after resolidification of the melt at the
junction. The primary effect on device
operating cheracteristics is menifested
as a decrease in diode breakdown voltage
and an increased leakage current, while
in transistors, decreased gain and in-
creased junction leakage currents are
observed.
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The major cause of semiconductor
tailure occurs under reverse bias con-
ditions. This failure mechanism is
termed ''secondary breakdown." The volt-
age-current curve for a P-N junction in-
dicates that for low reverse voltages
the device conducts only a very small cur-
rent. As the reverse voltage increases,
breakdown (Vp) occurs with a resulting
increase in current flow. A major portion
of the energy during breakdown is disai.
pated in the junction, since the junction
is reversed bias, resulting in heating of
the junction. This results in a one type
of second breakdown termed ''thermal sec-
ond breakdown."

Saturation I$ Forward
Current Bias

|

|

Breakdown !

VO"O?O
(V?
]

 —— —

U4
4

Secondary
Breakdown

Reverse
Bias

VOLTAGE-CURRENT RELATIONSHIP OF
P-N JUNCTION

Thermal second breakdown physically
is a local thermal runaway effect at the
junction induced by severe current con-
centrations within the device which are
a function of the biasing conditions, ex-
cegsive junciion fields, and material
defects. One reference considers second
breakdown as a filamentation phenomenon
which occurs in three stages: nucleation
of the filement, growth of a relatively
broad filament across the high resistivi-
ty region, and growth of a second fila-
ment intevior to the first wherein material
is in a molie stage. The first two are
non-destructive. The third involves the
formation of a melt channel which ~e-
sults in irreversible device degradation,
Under reverse bias, nucleation of a cur-
rent filament starts at a localized region
of high current density in the junction.
More than cne filament can form, depend-
ing upon the conditions of excitation and
the device geometry.
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The voltage across ani the current
through the junction as a function of
time when a high amplitude transient is
apgliod as a reverse bias usually ex-
hibits a high voltage, low current char-
acteristic. When thermal second breakdown
occurs, the case when the junction fails,
the voltage suddenly decreases and the
current rapidly increases.

VOLTAGE - CURRENT TRACES FOR A
SEMICONDUCTONR JUNCTION UNDER
AN APPLIED REVERSE VOLTAGE PULSE

I P U (N S
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It has been observed that the occur-
vence of thermal second breakdown, which
is an energy dependent process, repre-
sents the point of incipient permaunent
damage for semiconductor devices at sub-
microsecond pulse conditions. That is,
onze a thermal second breakdowm is ini-
tinted with some additional amount of
energy being further dissipated in the
device, a permanent damage condition re-
sults. For most semiconductor devices
investigated, device degradation after
second breakdown was a result of junction
darage, i.e., realloyving of the marerial
o the formation of a melt charnel. How-
ever, for some devices, a low voltage-
high current mode of operation was observed
due to the migration of contact metaliza-
tion through the junction thus forming a
metallic short. Depending upon the de-
vice, either of these phenomena could
possibly orcur initially, thus precipi-
tating device failure.

Another reverse bias failure mode
which has been observed on occasion in
transistors is that of curreat mode
second breakdowi. Basically, the effect
is initi:zced by relarively high material
current densities under the emitter dur-
ing colliector to base junction reverse
pulsing resulting in a forward bias on
a portion of the emitter. When this
bias hecomes sufficiently high, the de-
vice becomes unstable and is switched to
a low impedance, low sustaining voltage
mode of opsracion.
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The occurrence of the current mode
second breakdown phenomenon in itself
genetnlly has not been observed to result

n permanent damaga. However, if the
resulting low impedance current: are not
sufficiently limited, then local hot spots
form and the resulting fai{lures are pro-
duced in a manner similar to that of
thermal sacond breakdown.

The forward biased junction vulner-
ability to pulsed electrical energy can
be understood by considering some of the
basic concepts assccilated with thermal
recond breakdown. That is, device de-

radation is a direct result of essential-

y similar melting and realloying reactions
at various current constriction sites
within the junction. The significant
fact here is that due to the relatively
lower junction voltage at forward bias
conditions, a correspondingly higher
current than that for the reverse direc-
tion is required to reach the critical
failure energy. This larger current,

in turn, results in a significant voltage
drop being produced in the hulk material.
Hence, a highar energy inr.-: is generally
required as far as the device terminals
are concerned, thus producing much of

the apparent decrease in failure sensi-
tiviry chserved experimentally. Again,
since a relatively low initial impedance
condition exists, the dramatic switching
associated with thermal second breakdown
would not generally be observed.

In addition to the single junction
mechanisns, anothor failure mechanism
in transistors is possible due to its
multijunction nature. This mechanism is
called punch-through. The width of the
depletion region at a reverse-bias
junction will increase as the voltage
across the junction increases. Since
the collector-base junction of a tran-
sistor is usually reverse biased and of
small width, it is possible for the de-
pletion region to extend throughout the
width of the base which effectively re-
sults in a short circvit. Under these
conditions, the rasulting current may be
sufficiently large to damage the junction.




‘hermal Failure Model

Many different microscopic mechanisms
may contribute to semiconductor failure.
However, uoot of these mechaniams have
been found to be ' nked primarily to the
Junction temperature. Therefore, in
most cases, the treatment of the problem
csn be reduced to a thermal analysis.

The worst case as far as achieving
high iemperatures in the junction is when
one considers that s£ll of the power dissi-

pated in the dovice occurs in the junction.

This corresponds to the situation where
a high-voltage pulse of reverse golarity
is applied to a junction with a high re-
verse voltage breakdown. When the ava-
lanche breakdown occurs, almost all of
the applied voltage is drupged across
the junction and only a small percentage
is dropped across the bulk material (ex-
cept fov a very short pulse on the order
of 10 te 100 nanoseconds or less where
the high current required for failure
causes more voltgpe drop across the bulk).

THERMAL FARLURE MODEL

The thermal model for pulses be-
tween 100 nsecs and 1 milliser is based
on the following assumptions:

® The heat is generated at the
junction

e The junction is planar

e The silicon material on either
side of the depletion layer of
the junction extends out in-
finitely.

Then the one dimensional heat cquation
can be used to solve for the junction
temperature.

3T
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where

K = the thermal conductivity of
silicon (W/CmOK)

T = the temperature (°K)

x = position measured from the
planar heat source in Cm

P =~ densitg of the silicon
(gm/Cm>J)

C, =~ specific heat of silicon

P (J/gmoK)
If a sguato ulse of electric power is
lgplie to the junction and all of the
electrical power is transformed to heat-

ing, the maximum temperature of the
junction is given by:

P 1 ¥
T, = T, + —_———
m i ¥y ;
VnKPCe
where
Tm = the maximum junction tempera-

ture

Ti = the initial junction tempera-
tulre

P = the electrical pulse power
applied to the junction

A = the area of the junction
t = the pulse width
Rewriting the equation and taking
the logarithm of both sides yields an

equation which plots as a straight line
with a -1/2 slope on log-log paper.

THERMAL FAILURE MODEL

Pa * A/FRT, [To0h =T, (O]

Mn Pli‘. MmK = * l"lo'

This model allows for determing the
peak pulse power as “unction of pulse
duration if the junc.ion parameters and
failure temperature of the junction are
known. The theoretical failure curve
shown is for a silicon junction with the
failure temperature of 675° assumed.




THEORETICAL FAN.URE CURVES SO SKLICON
JUNCTIONS FOR REVERSE VOLTAGE MODE
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The exact value of the final temp-
eratire at which component railure occurs
is open tv question. Usually, 6750 is
considered as the temperature at which
silicon ceases to be intrinsic. That is,
at this temperature, diffusion of im-
purity atoms across the junction can be
exgected wihich tends to nullify juncrion
action. In gencral, the exact temperacure
is a function of the doping levei and
other factors. The meiting temperature
(14159C) of silicon, of course, leaves
no doubt as to junction destructicn.
Generally, it would be expected that sip-
nificant junction degradation occurs be-
fore the melting point is reached.

Another problem encountered in at-
tempting to correlate experimental data
with the theoretical model, results from
the fact that under reverse bias cun-
ditions, the current density across the
plane of the junction is not uniferm.
Constriction of the current to a few ‘(hot
spot) sites offectively reduces the avail-
able junction area. Calculation of the
reduced area is beyond the capabilities
of a reasonsbly simple analytical model.
Partial experimental results vie'd an
average effective juncticn area reduction
of 20 to 30 percent for some components.
A curve for a 10% effective area is
shown in the figure with a corresponding
reduction in the required failure power
density by a factor of ten. Most experi-
mental data appears to L2 bracketed by
these theoretical curves. Typical data
is shown for both diodes and transcistors
in r*he accompanying figures,

REVERSE VOLTAGE FALURE CURVES
FOR SILICON BASED ON TOTAL ENERGY
ODELIVERED TO THE WNCTION

e
T e, ¢ 118°C (maniy poane)
—T, s I8 C (ot

=00 o e o) e
o

- 4

power  (w /om™)
]
T

/. ‘
T4 - I
gl b
°000 1] | 10 00 1000
time {microssconda)
ey IR B RS IR
~ I mem— T ¢ HAHYE :
RN i ——— e 9
s S o H 100 Aven
- ~o | |
- ~
H \\\ ! 1
- . \\ 4
' w0 - -- . L \\ } E
- E . \\* 3
z ~ o 9 . h
F ) ~ E
g 3 \ o ™% w o > 4
. ~ 'y N P
i i\ \\‘
! \}N\\
P ™F o . . Rt Sof - ERSEER {:
- : LI 3}
Pt mede \\ :
[ a waw .
[ o mesta \~ h
O INEORNA o
v Inasea \
|q_._J_J—AJ—w4—_-l_L.‘—LuM——4L_A—.LLML—_I_J—‘M
c0 o ' L] .0

Tima {Wereretsadnl

EXPERIMENTAL DATA FOR DIODES

19,000 o Nl\‘l '“1 Y Y 'YH"r YT v v I'T"" \W
~ . ' 3
~. | ee———— L ST p
. LIRS 1

- ~ ———— Vg i
. ~ \rer 110hrve ]
» . ~ ~ 4

~
~

3
]
&

i
i
. .’ ~ ' .
., N
: L ¢ ‘7~\ ]
s J
~ o. dsa ? \\\ 4
ifo g
e &

id

Poner bar vt Srge (Roowere /ea’ i

n . . @
i TN Maney ! ' * .5 et T _:
o e x 3
(-3 LINTYY ' b
¢ \\ ]
$ sar i " S~
. = S~
e turen 0 : ;
o L ety s anl s aanaub J_JJ_uJ
) [

Y] &
Ties { Mieosmeatn )

EXPERIMENTAL DATA FOR TRANSISTORS

The discussion up to this point is
for applied pulosus with durations be-
tween 1”J ns and lms. In this case, the
cause of junction failure is due to local-
ized heating with the heat source at the
junction. Using the one dimensjional heat
flow equation results in the t-¥% relation-
ship as shown. For shorter or longer
pulses, the one dimensional heat flow
equation and the plane heat source at the
tunction do not apply.
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For short pulse widths (<100 Ns), s
constant energy condition i{ndependent of
pulse width prevails for the initiation
of junction failure. From physical con-
sidarations, this is the required energy
input to a volume of material (the currert
conatriction site) in order for that
volume To achieve an increase in tempera-
ture under adiabatic conditions. A one-
half power of time dependence is obtained
for longer pulse widths, which is indica-
tive of heat loss from the (conatriction
vtite) volume to its surrounding medium.
The direct time dependence for energy °
found at the longer pulse widths (signi-
fying a constant power input) is indica-
tive of thermal equilibrium resulting in
a steady-state temperature at the center
of the volume. This constant power level
approaches the manufacturer's CW rating
for the device as the pulse width becomes
very large (>1 ms).

t 20.lus—tus
te*O.lms—~ims

T e o =

Thermal Second Breakdown
Energy Or Power (Log Scole)

. 16
jOisipation ~i+Dissipation <Equilibrium <
Limited To Bulk
Material
A Iy A A A A Y A A A J

Y 'y
Puise Curation Time (Log Scole)

TYPICAL FAIN''RE LEVEL RELATION-
SHIPS FOR THERMAL SECOND BREAK-
DOWN IN SEMICONDUCTOR JUNCTIONS

For failure due to surface break-
down, no 1t dependence results and the
fajlure level is dependent only on the
gulse power, or equivalently, the failure

evel is power or voltage-dependent and
not energy-dependent. For example, the
failure of microwave diodes for 2-20Q nano-
second pulses has been found to be de-
pendent on peak power rather than energy.

Other devices have also been found
to be voltage sensitive. This voltage
sensitivity seems to occur sometimes
across the surface, i.e., surface flash-
over; and for higher voltage pulses by
punchthrough. This voltage sensitivity
is a rise-time eftect and can occur in
some devices with a longer pulse (>30
ranoseconds) provided that the mechanism
responsible for the voltage sensitivity
occurs before any other effect, viz.,
thermal failure.
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Verification of
Wunsch Thermal Model

A number of semiconiluctor devices
(primarily diodes and transistors) have
been experimentally teested at-various
laboratories. Empirical relationships
have been derived from the experimental
data for the componen: burnout energy
or power as a function of pulse width.
It has been shown experimentally that
the proportionality between energy or
¥ower for component burnout varies as a

unction of incident pulse width as
shown previously.

Typical of data obtained, is the
following curve for the 2N2222 transis-
tor showing the single pulse failure
power. The change in slope of the best
straight line fit to the experimental
data for the shortexr width pulses is
evident,
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Similar data have been obtained “.r
other semiconductor devices by a nuni.r
of experimentalists. In general, it nas
been found that the required power level
for failure is approximately proporticnal
to the device junction area fcr areas of
up to 10-2 to 10-1 cm%. (For largev
areas, the failure level becomes more
area independent). Because of this pro-
portionality, it has become cormonplace
to plot power-cvo-failure per unit-of-
junction area vrersus pulse width. This
normalization of the power failure curve
allows the _onvenient cnmparison of data
for more than one device type on one
graph.

The general relationship between
threshold failure power as a function of
pulse width may be considerably more com-
plicated than indicated by the theoreti-
cal model. 1In general this relationship
can be obtained experimentally and ex-
pressed in the form

- -B
PTH = At

where A and B are determined by a least
scuares fit to the data. Much of the
data fits the Wunsch model (B = %) for
simple junction devices fairly well (i.e.,
within the experimen:al data spread of
approximately 1 order of magnitude).

For pulse widths less than on the
order of 10C nsec, the preceding relation-
ship (B = %) between power failure level
and the pulse width does not hold. 1In
this regime, uniform heating of the semi-
conductor bulk material takes place lead-
ing to a modification of the power failure
relationship to

P =~ C £71 watts

This form of relationship is plotted in
the following figures for 2N336 and
2N2222 transistors, respectively. Two
curres with slope proportional to t-1 are
drawn for comparison with the trend of
the experimental data points. These are
the P = Cyt-l curve whose intercept point
has been adjusted so as to intersect the
P = Kt-% curve at t = 1 usec and the

P = C2t-l curve which intersects at t =
100 nsec. Inspecti . of the curves shows
that the best fit vo the data occurs for
different intercept point curves for each
device type. In general, the optimum
intercept point is a function of device
thickness and will tend to move to larger
time values for the larger devices.
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The Damage Constant - K

The power failure threshold (Pry) 1is
different for different classes of devices
and devices within a class. The power
failure threshold P is defined as

TH

_ -B

Py = At

where

A = damage constant based on
the device material and
geometry

B = time dependence constant.



The constants A and B may be determined
empirically tor every device of interest
by the least squares curve fit to the
data. The theoretical model, however,
has a time dependence constant of B = %,

in the mid-range of pulse
from approximately 100 ns
empirical data for a wide
fits the model within the

widths, say

to 100 us, the
range of devices
experimental

data spread, 1In order to be able to di-
rectly compare device susceptibility for
various pulse widths, and since the data
fit fairly well, they are fit to the
theoretical equation:

Pry = K™% Kw/Cm’
where
t = the pulse width in micro-
seconds
K = the Wunsch model damage

constant in kW-(micro-
second)

It is convenient to express K in
these units since the numerical value of
K is then equal to the power necessary
for failure when a one microsecond pulse
is applied to the junction.

In adapting the model for diodes
and transistors, Wunsch used experimental
data for similar type devices with known
junction areas to obtain the best curve

fit. The results were:
For diodes:
P

T8 . 550 to'*; or K = 550A

For transistors:
TH _ 470 ¢ "% or K = 470A
A o

Knowing the junction area, therefore,
provides the value for the damage con-
stant, K. Typical range for K for vari-
cus semiconductors are shown in the
following figures, Multiplication of
this factor by t~% will yield the pulse
power threshold.
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The actual value of K for a specific
device may be found, of course, experi-

mentally.

Data on some specific diodes

and transistors are presented in the

tables.

DAMAGE CONSTANTS
— DIODES

Type K Type K
IN547 12.1 IN914 0.85
IN625 0.164 IN936 0.14
IN625A 0.045 IN936A,B 7.0
IN64S 2.8 IN968B-979B 1
IN660 0.44 IN1200, 1201} 62,32
IN662 0.29 IN1317A 0.19
IN689 1.1 IN2808 249
IN702 1 1N2970B 15.0
IN709 0.78 IN3017B 1.9
IN719A 0.1 IN3064 0.02
IN746A-

IN752A 1.1 IN3821 1.947
IN754A-

IN758A 0.63 IN3976 132
IN761,2,

3 1.8 IN4370A 0.625
IN821 0.577 IN4823 0.208
INB23 1.8 D4330 0.001
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Type K Type K
2N43,A 0.28 2N1480 5.5
2N43,244 0.05 2N1481 2.2
2N274 0.0076 2N1564 0.56
2N339 2.0 2N1602 0.40
2N404 ¢.05 2N1701 4.5
2N4 244 10.0 2N1890 0.27
2N525 0.3 2N1916W 2.22
2N656 0.2 2N2035 3.633
2N687 11.7 2N2218A 0.264
2N717 0.13 2N2219 0.3
2N910 0.218 2N2219A 0.264
2N1039 1.4 2N2222,A 0.1
2N1154 21 2N2223,A 0.21
2N1212 13.129 2N3819 0.22
2N1309 0.087 2N3907 0.165

It should be noted that with a reason-
able accuracy, it is possible to calculate
the value of K from procedures based on a
knowledge of either the semiconductor
junction area, its thermal resistance, or
junction capacitance. Discussions of
these procedures are available in other
references. The utility of these pro-
cedures lies in the fact that one or more
of these junction parameters are normally
available from manufacturer's data sheets.

It is interesting to note the rela-
tion between the susceptibility (damage)
constant K and the dc power dissipation
capability fcr various devices. As can
be seen from these curves, there 1is a

irect correlation between the dc power
dissipation and the damage constant.

RELATION BETWEEN SUSCEPTIBILITY CONSTANT AND OC
POWER DISSIPATION CAPABILITY: TRANSISTORS
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RELATION BETWEEN SUSCEPTIBILITY CONSTANT AND
DC POWER DISSIPATION CAPABILITY: DIODES AND
INTEGRATED CIRCUITS
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Effect of Multiple Pulses

When a system is exposed to EMP, the
componerts of that system will normally
experience a transient that has a damped
sinusoidal waveshape. This waveshape
may be approximated in the laboratory by
a series of single pulses to investigate
the cumulative effects with or without a
cooling period between the pulses.

The actual input power level at which
a junction fails does not seem to decrease
significantly with multiple exposure.
This is illustrated for the case of the
failure threshold for a 2N2222 transistor
as a result of single, double, and triple
pulse exposure. The iaterval between
pulses was short enough that no junction
cooling would take place between pulses.
The energy in deriving these curves (double
and triple pulse) which results in in-
creasing the junction temperature was es-
timated as 2 and 3 times the single pulse
energy.

MWLTIPLE PULSE F . LURE FOR
EN2E2 TRANSISTOR
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It can be seen that the difference
between single-pulse znd triple-pulse
failure thresholds is less than the ex-
perimental spread in data points for
single-Pulse failure. Hence, failure
threshoids which are determined from
single-pulse tests are usually adequate
agproxim&tions for assessing the vulner-
ability of semiconduciors to EMP.

The Erevious digcussion was concerned
with rhe heating effect of multiple pulses
affecting the damage threshold level.
Next, the cumulative effects of repeatedly
pulsing a transistor at and below the
damage threshold respectively will be
considered. In this case, the pulses

are far enough apart so that cumulative
heating effects are negligible.
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GAIN DEGRADATION FROM CURRENT PULSES
FOR TWO CONDITIONS

The figure presents the results of
multiple pulsing of a transistor for two
different conditions. In each case, the
initial pulse applied exceeded the de-
gradation threshold of the transistor
resulting in a reduction of the transis-
tor B from 65 to 56. 1In the lower curve,
this same pulse level was-utilized for
all subsequent pulses. The curve shows
that the transistor gain increases and
decreases erratically with each subse-
quent pulse. This indicates that multi-
ple conducting filaments are probably
formed acrcss the junction when the de-
vice is damaged and subsequent pulses
either add to the number of these fila-
ments thus further decreasing the gain,
or they cause a re-opening of existing
filaments thereby producing an increase
in gain.

The upper curve was obtained by
pulsing the device at 0,8 times the damage
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threshold after the initial pulse de-
gradation as in the previous case. Con-
tinued degradation occurs for each
subsequent pulse. Comparison of the two
curves indicates that reducing the ampli-
tude of the applied pulses after damage
initiation merely reduces the rate at
which additional damage occurs.

Integrated Circuit Failure

Integrated circuits (IC's) employ a
large number of junctions or. a single
clip. Depending on the type of IC, it
is possible that the state of the logic
(digital logic circuit) voltage at one
input will affect the burnout level when
a pulse is applied to. another iunput.
This was investigated in the case of the
MC715 circuit, It was determined for
this particular device that the gates
fail independently and the state of the
logic voltage at the other inputs did
not affect the burnout level. This de-
vice has isolated transistors forming
the 3-input gate. This would not neces-
sarily be true if the input circuits
were not isolated.

FAILURE OF INTEGRATED CIRCUITS

a siicon monolithicduol 3-input gate
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sxomple: Motorola MC 715

The input and output leads of an IC
are more susceptible to transient damage
than the positive battery lead. This is
not an unexpected result since a transient
entering via the positive battery lead
would be distributed over a number of
P-N junctions in the device.
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The pulse puwer required for damage
of an MC 355 G integrated circwit (B-E
junction) is shown in the following fig-
ure. The lire is the thermal failure
model curve with a slope of ~1/2 fit to
the data. Aa in the case of discrete de-
vices, for pulse widths between 0.1 and
10 microseconds, the thermai failure
model is appropr’ate.

1,000 T T T

Reverse Foilure
Reverse No Foilure
Forward Foilure
Forwordt No Foilure

o s On

100 -

Puise Power (waits)

|
i J
1,0 10 100
Time (1L sec)

The following table shows the ex-
perimental power failure threshold for

15 devices when excosed to a 1 usec pulse.

Data are given for the input lead, out-
put lead, and battery lead, The minimum
power for damage on any lead is the con-
trolling threshold value and may be de-
fined as t4ve failure threshold power. On
this basis, a K value can be assigned and
for the devices indicatfd ranges from

1.1 x 10°2 to 5.0 x 10-1. These K values
are within an order of magnitude of those
for diodes with the same dec power dissi-
petion capability.

INTEGRATED CIRCUITS EXPERIMERTAL DAMAGE POWERS®

EXPERINENTAL FAILURE POVER (W)
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Interconnection Failure Modes

The vulnerability of device leads,
metalization patterns and lead bonds,
for the most part, can be considered as
a thermal problem. In this case, the
problem reduces to that of considerin
heat dissipation due to s{stem therma
conductivity up co its me tin% point,
together with an assessment of the dy-
namic stress conditions produced at
material discontinuities. 1In general,
one would expect that at least tne leads
and metalization patterns should exhibit
a fairly uniform current demsity through-
out their material cross sections for
relatively moderate pulse widths as com-
pared to the current constriction sites
in semiconductor junctions which can be
altered by defect and bias conditior-.
For relatively short pulses, such a phe-
nomenon as ''skin effect" would, c¢f
course, alter the cross sectional current
density in such a way as to produce a
"peripheral current constriction" con-
dition. These effects, though, are fair-
ly well defined and can be considered in
a rather straightforward manner. The
lead bonds and any multi-metal metaliza-
tion patterns can also be considered in
somewhat the same fashion. However,
bond interface impedance, possible current
constriction sites, and hydrodynamic
pressure pulses due to interface discon-
tinuities may also have to be considered.
In general, it is observed that the vul-
nerability of the interconnection system
usually occurs at current levels in ex-
cess of those required to cause significant
junction damage in typical semicenductor
devices at hundred nanosecond pulse
widths.

Typical EMP pulse type experimental
data is shown in the following figure.
This type of data is in direct contrast
with data obtained when a component is
exposed to high frequency RF pulses as
in the case of testing done to ascertain
the hazards to ordnance from electro-
magnetic radiation (HERQO). 1n this case,
much of the energy is shunted around the
junction due to its capacita-ice, anrd the
incipient degradation in most cases L%
due to lead melting.
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An analytical model and the use of
the model are presented in other refer-
ences.

Synergistic Effects

An additional area of concern in the
case of semiconductor failure has been
that of synergism between the electrical
overstress due to an EMP and the gamma
ionizing dose rate (y). While exhaustive
studies of synergism have not been con-
ducted, four independent and reliable in-
vestigations have shown no evidence, or
only weak evidence, of synergistic effects
in discrete semiconductors or IC's.

In the case of complete systems,
however, the y triggering a circuit into
conduction can permit damage due to elec-
trical pulses.

SYNERGISM

COMPONENT LEVEL

THREE INDEPENDENT AND RELIABLE INVESTIGATORS HAVE
SEEN NO EVIDENCE OF SYNERGISM BETWEEN ELECTRICAL
OVERSTRESS PULSES AND 3

VAULT (HOC) - INVESTIGATIONS ON IC'S SHOWED NO MORE THAN
A FACTOR OF 2 OIFFERENCE IN INDIVIDUAL
ENVIRONMENT FAILURE LEVELS AND COMBINED
ENVIRONMENT FAILURE LEVELS

BUDENSTEIN (AUBURN) ~ INVESTIGATIONS ON SOS DIODES SHOW 7
COOLE A JUNCTION APPROACHING HOT
SPOT NUCLEATION

RAYMOD (NORTHRUP-MRC) - EXTREMELY WEAK EVIDENCE OF
SYNERGISM IN IC'S

HABING (SANDIA LABS) - REALISTIC ENVIRONMENT TEST SHOWED
NO SYNERGISM EFFECT WITHIN A FACTOR
OF 2 OR LEsS
SYSTEM LEVEL

IONIZING RADIATION CAN TRIGGER CONDUCTION WHICH
PERMITS ELECTRICAL PULSES TO CAUSE BURNOUT

SUBJECT TO DESIGN RULE DOCUMENTATION
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Resistor Failure

Resistive elements in the form of
either lumped resistors or diffused re-
sistors often are the terminating element
for long cables. Consequently, informa-
tion on the way these devices fail and
typical failure levels are important.
Tests have been conducted on wire wound,
metal film, carbon composition and dif-
fused resistors. The failure levels vary
with number of pulses, duty cycle, and
power or voltage. Conventional ratings
indicate that for pulse applicatioms,
the pulse power rating is 10 times the
dc power rating and the voltage rating
is 1000 volts per inch. For low duty
cycle, as in the case of EMP, these are
far too conservative.

Fajlure Modes

Four types of failure have been
found. These are:

1. Resistance value change -
failure is defined as a change
in value beyond normal toler-
ance. The importance of this
change is dependent on the cir-
cuit function. This mode of
failure can be due to thermal
effects (energy dissipation) or
voltage stress induced.

2. Internal breakdown - this break
down occurred when the resistor
under test opened but did not
blow apart or no external evi-
dence of arcing was present.
This was due to thermal digsi-
pation with the device.

3. Arc across resistor casing -
this type of breakdown was
exemplified by an arc across
the external surface of the re-
sistor. No damage to the re-
sistor resulted from this
failure.

4. Catastrophic breakdown - this
type of breakdown occurs when
an external arc starts across
the resistor, but due to some
defect in the ceramic casing,
re-enters the core. The pulse
energy is then dissipated in
only a small fraction of the re-
sistor and causes the casing to
rupture (blow off) and the re-
sistor to open.

All of these failure modes have been
seen in the resistor tests. To define a
safe working voltage level for the re-
sistor, it was given as the level where
the resistance did not change as a result
of the applied pulses. These data are
reported in the next paragraphs.
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Resistor Construction

The constr. :tion technique plays an
important recle in the failure mechanisms
or level for resistors. Typical resis-
tor constructions are shown in the fcllow-
ing figure.

CROSS SECTION OF RESISTOR CLASSES
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Gloss Sieeve Carbon Composition

Metal film, carbon film, and metal

oxide resistors are constructed with the

film deposited, or the oxide grown on a
glass or ceramic substrate. The thick-

ness of the f£film or oxide layer determine

the minimum resistance value of the re-
sistor. To increase the resistance,
spiral cuts are made in the film to in-
crease the total path length of the
current. A very limited family of film
thickness is used to cover many decades
of resistance value. Spiraling of the

film results in uneven voltage distribution

across the resistor body which results in

voltage breakdown at lower levels than
would normally be expected.
down normally occurs at the ends of the
spiral where the voltage gradients are
highest. The voltage distribution for
a typical spiraled film resistor is
shown in the following figure.

e R N s ot MSTIVIEL N

This break-
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EQUIPOTENTIAL LINES AND FLOW LINES IN THE RESISTIVE LAYER OF A
SPIRALLED FILM RESISTOR. THE NUMBERS REFER TO POTENTIALS.(REF 3.(4)

v +100 Wi

In the case of carbon composition
resistors, the entire body of the device
is the resistance material, the conductiv-
ity of which determines the resistance
value and the volume of the power dissi-
pation. The failure level in this type
is strongly influenced by the geometry
of tne lead connection to the body since
this determines the current distribution
and voltage gradient at the interconnec-
tion. Large contact area, that is, ex-
panding the lead at the connection point,
results in the maximum useful carbon
voiume and the minimum voltage gradient.

The composition resistor shown at
the bettom of the previous figure util-
izes a carbon composition material on a
hollow glass substrate. The terminating
ends of the lead connections are in the
resulting air gap. These type resistors
exhibit voltage Ereakdown in the air
gap with no ultimate effects on the re-
sistor,
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Resistor Failure Threshold

The susceptibility of resistars can
be categorized by resistor type. The
data are very consistent for the same
manufacturer. Variations between manu-
facturers is usually due to the geometry
of lead connections and construction
variations. The susceptibility ranking
for metal £ilm and metal oxide resistors
is almost equal.

RESISTOR SUSCEPTIBILITY

e Wire Wound ---------- Hardest
s Carbon Composition

e Carbon Film

o Metal Film

e Metal Oxide-~~—=~-----Softest

The resistor failure data for all
types, with the exception of the wire
wound resistors, indicate energy dependence
(i.e., adlabatic heating, t-%) Ffor pulse
widths between approximately 100 nano-
seconds and 50 microseconds (or greater).
This range of pulse widths covers the
EMP induced transients anticipated, so
for EMP damage thermal failure is usually
the normal mode.

Carbon Composition Resistors

For carbon composition resistors,
the failure power is proportional to the
device rated power. For low wattage
rated resistors (< 1 watt) the failure
power is directly proportional. Above 1
watt, the failure power does not double
as the rated power is doubled. This is
due to some nonuseful carbon volume for
pulsed signals due to lead connection
techniques. The failure mode for thermal
failure is a melt (melt fingers being
formed) at the boundary between the inter-
commecting wire and the bulk material.
At shorter pulse widths (less taan 100 ns)
the failure mode is voltage dependent
in that surface or internal arcing occurs.
This is usually seen as a sharp fracture
in the bulk material.
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CARZON COMPGSITION RESISTOR FAILURE MODELING
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Film Resistors

Film resistor failure breaks from
the adiabatic curve (t-%) at pulse widths
between 10 and 50 microseconds. The coat-
ing type (metal, metal oxide or carbon)
and technique change the thermal proper-
ties of the film and, consequently, its
failure level. For damage defined as a
change in initial resistance, carbon film
resistor damage (%AR) increases monotoni-
cally with pulse power and pulse width
(energy). For a given damage level (%AR)
the pulse power for failure decreases
monotonically with pulse width.

RESISTOR DAMAGE EXTENT AS A FUNCTION OF DAMAGE
POWER AND PULSE WIDTH FOR DALE MC i1/4 (0.25 WATTS)
49.9 OHM CARBON FILM RESISTORS
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The pulse power required for a given
damage level (10% A R) is also a runction
of the initial resistance of the resistor.
The damage power decreases munotc.iically
as resistance value iricreases irom 3 ohms
to 200 ohms. It then increases for an
initial resistance value of 806 ohms.

The 3 to 200 ohms resistors had thes same
film thickness, the resistance value be-
ing determined by the amount of spiraling.
The 806 ohm resistor was a different film
thickness (thinner to increase the resist-
ance) with less spiraliag to achieve the
final resistance value. It is apparent
that the greater the amount of spiraling
required to achieve the final resistance
value, the lower the failure threshold.
This is because of the greater current
concentrations due to the spiraling.

DAMAGE POWER DEPENDENCE ON PULSE WIDTH AND

INITIAL RESISTANCE VALUE FOR DALE MC1/10 (0.1
WATTS) CARBON FILM RESISTORS

Puite Power (NW) For 10% LR

a4 el e
o d L. 1 1o
Puise WidIh { uyect

The metal film and metal oxide re-
sistors exhibit lower failure thresholds
than the carbon film or composition re-
sistors. The failure power for metal
film, metal oxide, and carbon composition

resistors is shown in the following figure.

DAMAGE POWER DEPENDENCE ON PULSE WIDTH
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The failure threshold of the metal
oxide resistor agpears to be higher than
for the metal film resistor. Note that
the metal film and carbon composition
resistors are both 1/8 watt rating while
the metal oxide has a 1/2 watt rating.

Diffused Resistors

The failure thresholds fer diffused
resistors is of the same order of magni-
tude as for metal film and metal oxide
resistors. The failure threshold is en-
ergy dependent (adiabatic heating) follow-
ing a t-% slope for pulse widths between
10 microseconds and 0.1 seconds. For
pulse widths below 10 microseconds, the
failure threshold curve follows a t-1
slope.

THERMAL FAILURE IN DIFFUSED RESISTORS
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Short Pulse Width Failure

For pulse widths less than approxi-
mately 100 nanoseconds, the failure (4 R)
is voltage dependent. This vwesults from
the extremely high voltages required to
deliver sufficiant energy for t{hermal
failure for short pulse widths. This type
of failure may be seen in all types of
resistors, but is most prevalent in wire
wound and film resistors. In carben com-
position resistors, the failure is usually
surface breakdown. In wire wound or film
types, the arcing occurs between turns
or across the boundary between spirals.

It is manifest in the form of an immedi-
ate reductics :n the resistor pulse im-
pedance as shown.




VOLTAGE LEVEL EFFECTS ON RESISTOR PULSE
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Resistor Failure Thresholds
Sased on Safe Operating Voltage

The maximm safe pulse voltage for
various types of resistors as a function
of the resistance value, with the wattage
rating as a parameter are presented in
the foliowing figuies. The average pulse
power in no case exceeded the dc power
rating for the resistnr. The pulse dur-

ation used for obtaining these data was
20 usec.

Summary of Resistcr
Failure Thretholds

A summery of measured resistor fail-
ure thresholde is presentad in the follow-
ing figure. Since rhe dara were obtained
uring 1 microsecond pulses, the power in-
dicated for failure can be equated to a
dimage constart (K) as for semiconductors.
An assigned K value for this pulse width
would be numerically equal to the power
in kilowatts (i.e., for a threshold of
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The pulse power rating is approxi-
mately 5080 times the dc rating for wire
wound resistors, 1000 tines the dc rating
for ~otal filmw resister? sond 500 tices
the dc rating for carbon composition re-
sistors. The pulse power rating for thess
gevices can be determined spproximately
rom

& 2 (volts)

Pp - —‘Er(m——— watts

It should be noted that for carbon com-
position and metal film resistors of low
resistance value aud lcw wattage rating,
failure can occur at voltages of a few
hundred volis on a single pulse basis.
This failure level is further reduced
for multiple pulses our increased pulse
duration.
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Capacitor Failure

Tests on capacitors have been limited
in types of studies and component sample
size because they have been considered
to be much harder than other electronic
components such as semiconductors and
thin film resistors. These limited
studies have indicated that some capaci-
tor types fail at levels as low as those
seen for semiconductors. Therefore, con-
sideration should be given to the failure
levels of these components because if the
semiconductors in the circuit are pro-
tected, the nonsemiconductor components
may determine the resulting EMP vulner-
ability.
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Failure Modes

The basic failure mechanism in capa-
citors is internal  dielectric; breakuown.
The paramecer that has been found to
change is the dissipation factor (D) due
to a change in the leakage resistance (R}.

LT

T..Zu relationsnilp 1s given by

wC
D~ 4

For ceramic type capacitors this
breakdown is very abrupt. The amount of
post breakdown degradation was related to
the energy dissipared in the capacitor
during breakdown. lie breakdowm voltage
was lowered ufter the initial breakdown
occurred (i.e., for subsecuent pulses).
In some cases (manufacturers' types), ro
evidence of changes in the capazitor pa-
rameter was seen; whereas in other cases,
the dissipation factor increased by a
factor of 100.

The upper curve shows the character-
istic breakdown of most types of capacitors.
Once breakdown occurs (in capacitors such
as paper or disc ceramics) it is usually
sustained. The post breakdown deprada-
tion (that is any self healing ability,
decrease ir breakdown voltage, etc.) de-
pends on the total breakdown energy. The
exciting pulse was a doutlie exponential
waveform.

BASIC RESPONSE CHARACTERISTICS EXHIBITED BY
CAPACITORS FOR SQUARE WAVE CURRENT PULSES

YAz

Repetitive Breakdown

s

Series Resistonce Series Rasistance
Ang And
2ener Action ® Slow" Breakdown

Voltage Breakdown

In the case of low voltage tantalum
electrolytics, the breakdown characteris-
tics are quite different. The breakdown
in this case was a slower process as shown
in the lower curves. The abrupt breakdown
was not observed but the leakage resistance
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decreased progressively uncil breakdown
occurred. As the leakage cuvr.ent in-
rveases, diessipation in the device in-
creases, tha sustaining voltape decreases.
in other tests, abruprt changes were seen
tut, in alil cases, w. 'e preceded by large
leakage currents. After breakdown shots,
dissipation factors often rose by as much
as a factor of 600, with the equivalent
resistance dropping as low as 1.5 ohms.

Failure Thresholds

The voltage failure thresholds versus
pulse rise time for ceramic, paper, glass,
mica, and glastic are presented in the
following figure. It is apgarent from the
data that their is only a slight voltage
turn up for short (< 100 ns). The failure
thresholis are many times (15 to 40) the
rated working voltage of the capacitors
and, therefore, are relatively hard to
EMP irduced transients.

PULSE RISE TIME SFFECTS ON VOLTAGE BREAKDOWN IN
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The damage to tantulum capucitors is
generally seen as an increase in leakage
current. As was seen in the breakdown
waveforms, tantulum capacitors have a zener
voltage (Vz) characteristic which is equal
to the forming voltage (voltage at which
oxide was formed). Breakdown occurs slow-
ly (microseconds) when voltage exceeds
the forming voltage. The increase in
leakage current is a direct function of
the total charge transferred during the
incident pulse. The increase in leakage
current at rated voltage as a function of
total charge transferred is shown in the
following figure.
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The forming voltage is always high-
er than the rated voltage. The forming
voltage, however, is not a fixed percent-
age. For higher voltage units, it is a
much smaller percentage than for low vol-
tage units and, therefore, has a smaller
safety margin. The forming voltage is
not norfmally indicated on data sheets,
but may be obtainable from the manufactur-
ers., For the tantulum capacitors tested,
the minimum breakdown voltage was approx-
imately two (2) to three (3) times the
rated voltage as indicated in the table.

SOLID TANTULUM ELECTROLYTIC CAPACITOR SPECIFICATIONS TEST
CONDITIONS, AND DETEIMINED BREAKDOWN VOLYAGES

7 7T T Y T T T eeetesen g )
Swegue Pyiar ity Copacitance | vellage Siendong |, Puive v | Teuies Devices
Device No ) twvae) |07 | Devation Y INe )
B w1 tv) iv) L
ERSR S ALY P Foward O D04r 3 A L] @
1880 431 L Ay
CENENO IS Verware 2 3 483 tL]
ZPSAN0ISAP Fareard 22 3 30| 487 &80 3/ 30 "
ATZXPONSA? T averye 0 004Y 3 10 13
1080| 19? €390
2231901307 Reverse t2 L] ¥y 1)
223%80842 Reve ot 2 L] Ny 430 0 L3
I S G R S -

Low voltage tantulum capacitors can
fail at energy l-»vels comparable to those
of semiconductor devices. The minimum
energy levels at which failure was seen

. et . . e —



for tantulum capacitors is shown along
with typical failure eneryy levels for
semiconductors in the figurc.

TYPICAL ENERGY FAILURE LEVELS OF
St.MICONDUCTORS COMPARED TO THE ENERGY
REQUIRED TO DAMAGE LNW-'/OLTAGE TANT-
£LUM CAPACITORS

Componant Energy
(wd)
Pomnt Contact Diode OF iz
IND2A - INEPA
ntegraredg Circut 10
ATOS
Low-Pewer Transistor 20 101000
INDIO- NG A
High- Power Tronsistor 1000 ond Up
ENIOI® (Gar)
Switching Drode 70 1w 100
INSI4-INDI3Y
Zener Diode Q00 and Jp
INTO2A
Rechihier 300
INS3TY
Solid Tanralum Copaciter & ond Up

The Semwconductor Oata Ware Bised On A s Domaqing
Puise ( From D Tosca, Dacument Ne TOSDAOI, The
Genergl Electric Company (Jonyary I97Q) And Unnyd:
hahed Data By J R Miletta)

Inductive Elements

Inductive elements can fail in the
way similar to capacitors and resistors
whereby a temporary impairment such as an
arc-over or saturation cccurs such that
the characteristics of the inductive ele-
ments are not impaired on a long-term
basis. Similerly, a catastrophic failure
can occur such as an arc-over and punch-
through for the insulation similar to
the capacitor insulation or semiconductor
surface failures.

Studies to date on inductive ele-
ments per se have been quite limited owing
to the relative hardness of these devices
in comparison to the more susceptible
semiconductors and passive thin film re-
sistor elements.

Squibs and Detonators

Squibs and detonators can play an
important role in the EMP susceptibility
or vulnerabilitv of a particular system.
Tygically. squibs and detonators are tc¢:
only used to initiate the formation of a
final explosive, but also to perform sep-
aration of stages in the initiation of
rockets. In general, squibs and detonators
can fail in two ways. First of all is the
premature unwanted ignition of the pyvo-
technical devices with obvious catastrophic
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implications. The other is dudding of
the device such that after EMP exposure,
the device no longer performs in a satis-
factory manner.

Major emphasis in the past has been.
directed toward protecting the squibs
and detonators from either dudding or un-
wanted pre-ignition from either static
charges or energy picked up under micro-
wave illumination conditions. The EMP
failures of the device can occur when
sufficient energy from EMP pickup is
applied to one or both terminals of the
pyrotechnical device. Typically, the two
terminals of the device are fired via a
balanced two-wire cabling system. Here,
the differential mode pickug under EMP
conditions may be somewhat lower than
the common mode pickup. In the case of
common mode pickup, one observed failure
mode occurs when the arrangement is such
that an arc-over can occur between one
of the wires to ground and not the other.
This, in effect, converts the common mode
into a differential mode of sufficient
magnitude to cause premature detoration.
In other cases, arc-overs can occuy with=-
in the case between the sensitive e=lements
of the pyrotechnical device and the case.

EED's (alectroexplosive devices) are
the more sensitive to ignition requiving
for the most sensitive devices only a few
ergs. EBW's (exploding bridgewires) re-
quire considerably more energy, minimum
energy values being on the order of five
(5) millijoules. Bridgewire burnout al-
ways results in ignition of SED's but in
the case of EBW's may only result in
dudding the device.

Terminal Protective Devices

Terminal protective devices can also
be damaged by electrical overstress or
excess energy during conduction. These
devices include zener type devices, gas
tubes, spark gaps, tnyristors, etc. As
seen in the following table, the voltage
failure level and associated pulse dura-
tions for typical TPD's are higher than
the normally anticipated EMP induced
transients. Failure of these devices,
however, could possibly occur for very
long transmission lines, large antennas,
etc.

nghuntiog




APPROXIMATE FAILURE LEVELS

FAILURE PULSE

DEVICE VgiV} LEVEL DURATION
tv) rS

LOW VOLTAGE 2ENER [ X ] 11,000 307500

" “ . 20 11,000 30/300

" " " 200 11,000711,000 S0/ 900
BIASED ZENER LIKE t0 3000 30
“ " “ 200 00 30
GAS TUBE 300-300 3800 %0
" » 200-909 3800 50

SPARK GAP 470 11,000 207300

" - 2500 11,000 30/ 300
THYRISTOR €0 3800 30
. SOA 3800 S0

Miscellaneous Devices

A comparison of the test results for
a variety of devices is shown in the fol-

lowing table.

sients, alt

As can be seen from these

data, most of these devices are hard to the

the normallg anticipated EMP induced tran-
o

cannot be excluded in all cases.

These data are a summary of very
limited test results since most of these

devices have been considered to be inher-

ently hard.

TEST RESULTS FOR MISCELL ANEOUS COMPONENTS

Component Type

1 Spark Gops-Rated
TSV tg Suv

~

Magnetic Surge Arreston -
Rored 300V to BuV

-

Neon Lamps Rated
5BV 10 110V

»

Varislors

* MOV

& Thyrite

3 Relays, Mators,
Tronstormers,
Swilthes, and
Potentiometers

-J

Dvscrere Filtery

~

Fiiter Pin Conngctors

a8 Tubes

9 EED's

Test Resuits

No tailure 1900 amps,
160 joules

No farure to 1000 amps,
160 jouley

No faiiure to 1000 amps,
160 joules

No falu e 10 000 omps,
160 jouley, Clamping
voltage \ncrease 1600
amps, 5O oules
Failure Qt
300 amps,22 joules
10 amps, 30 joules

No foilure ot |kV
0 8 jouly

Failure Q1 3V, 0 8 joule

Leakage intreases at
300V, 004 joule

Dagrodonon ot 1kv,0 8
joule

Altivation a1 2kV, 6 joules

Commaents

Hord 10 esaentally oll EMP
transients

Hard to eysentiallyail EMP
transenty

#ard *o evsentiallyali EMP
tranuenty

Hard 1o exsentially all EMP
tranuients

Possibly susceptidle 10 very
ngh signat levels

Hard to at leost | kv

Hord to 3hv

Potentiglly susceptibie ot
moderate ieveh [ >300V)

Potentially suscephible ot
levels > LV

Susceptibie ot levely > 2kY

ugh the potential for failure

5.4 CABLE aND CCNWECTOR FATLIRE

Other very important s{stem compon-
ents that may be functionally damaged by
EMP induced trunsients ave cables and
connectors. This is particularly im-
portant for cables that are already elec-
trically stressed such as transmitter
output cables. The difference between
the voltage applied to the cable by the
transmitter and the voltage breakdown
rating of the cable may he sufficiently
small that EMP induced transients will
cause breakdown of the insulation or air
space in connectors.

TRANSMITTING SYSTEM CABLE
WITH VOLTAGE APPLED
BY THE TRANSMITTER AND ANTENNA

nordei! wave
—-

field due o tronsmitter oppled voltoge
plus ontenna applied voltage

The brea'sdown strength of cable in-
sulation may be limited by the dielectr c
strength of small imperfections in the
insulation. WWithin the body of the cable,
breakdown starts from a small air pocket.
At first, discharges take place in the
pocker. This produces local heating.

The insulation melts and carbonizes and
ultimate failure occurs, either through
mechanical effects or due to a short-
circuit produced by a carbonized track
across the dielectric from onz conductor
to another. A mechanical effect that can
occur is for distortion of the dielectric
to occur resulting in the inner conductor
becoming eccentric and touching the outer
conductor.

The role of dielectric imperfection
in producing cable breakdown is shown in
the figure which portrays the cross sec-
tional view of a coaxial cable at a site
where an imperfection in the cable di-
electric is assumed to exist Here it
is assumed that the insulator with a di-
electric constant of ¢ does not touch
the center conductor due to a manufactur-
ing defect. Hence, an air pocket with a
dielectric constant of c]<e2 exists around
the center conductor. Due to the dis-
similar dielectric constants, the electric
field in the air pocket will be enhanced,
thus causing an initial arc in the air
and a subsequent breakdown in the insu-
lating material.

.t s bk
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ELECTRIC FIELD DUE TO TwWO
DIELECTRIC MATERIALS IN
CONCENTRIC COAXIAL CABLE
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Cable connectors, in many instances,
breakdown prior to cable failure. This
is because of the inadvertent air paths
that exist in many connectors due to the
construction techniques. As in the case
of cable failure, it is these air paths
that result in breakdown.

5.5 OPERATIONAL UPSET MECHANISMS

As mentioned previously, operational
upset is primarily a circuit or system
problem. In general, it is not related
to individual components comprising the
circuit but rather depends on the circuit
function, circuit operating levels
(biases), the circuit type (digital or
analog), and the nature of the waveform
driving the circuit.

Operational upset can occur in both
digital and analog circuits. 1In analog
circuits an EMP transient may be amplified
aud interpreted 2. a control signal, or
it may be interpreted as a fault carvent
resulting in circuit breaker operation,
or result in the opening of fuses if the
currents persist for a long enough period
and contain sufficient energy. Low level
pulses in analog circuits usually appears
as noise and does not interrupt circuit
operation. In digital circuits, the in-

. acad waveform may be interpreted as dis-
crete pulses which are propagated through
the system resulting in errors. For ex-
ample, flip-flops and Schmitc triggers
may be inadvertently triggered, counters
may record wrong counts, or memories may
be altered due to driving current or
direct magnetic -ield effects. Thece
voltage and current thresholds are usually
much lower -than those required for analog
circuit upset so digital circuits and
semiconductor or core memories are the
most susceptible.
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Digital Circuit Upset

Operational upset mechanisms will be
briefly illustrated by considering the
effects of EMP-induced transients on digi-
tal logic circuits and computer memories.
A digital logic circuit may be upset by
input terminal disturbances or by dec and
ground disturbances. The problem is
further complicated by whether or not the
disturbance vropagates through the system,

OIGITAL LOGIC CIRCUIT UPSET

There are two general types of problems associated
with upsetting a digital logic circuit:

I,  input terminal disturbances
2. DC power and ground disturbances

An example of operational upset is
given by considering an inverting gate.
An unwanted pulse on such an inverting
gate may change its state., This undesired
change of state of the output of the in-
verting gate may be amplified by the
following gate and propagated on through
a string of digital gates. An ervor may
thus arise in a bit in a data register.

An iaput disturbance will be propa-
gated by the following gate if the unde-
sired output state of the first gate
exceeds the on-threshold of thke second
gate.

DC TRANSFER FUNCTION OF AN
INVERTING GATE

EXAMPLE
Inverting Gate

5 A *'D\—" Vo

NOISE MARGIN ON

Onry Onpiny

e

The circuit diagram for a nonsatur-
ating DTL (diode-transistor logic) dual
four-input gate, constructed with di-
electric isolation and thin film resistors,



is shown in the accompanying figure. It
has a low noise margin (1.2 v) and a high
speed (10 nsec) propagation time.

Voo (+9V)
Vee (+9V) T
3ok
L
2K
H >
: g g 0.5x
Inputs b——ql
Silicon Diodes S
10K 2 . T2
<

DTL GATE CIRCUIT

If the semiconductor forward voltage
drops are all equal to V¢ = 0.6 volt, the
input de¢ threshold for conduction of Ty
and T) is approximately 3Vy = 1.8v. Con-
versely, the (larvest) threshold for turn-
ing Ty and T off is 3Vy - 9 = -7.2 v
This means tﬁat the transient necessary
for turn on must be at least 1.8 v, and
for turn off at least -7.2 v. Unbalance
of this sort is undesirable from an EMP
hardness standpoint. For transients that
exceed the threshold for times less than
the specified propagation delay, a higher
level can be tolerated hefore transient
upset occurs. Although this level is
related to the time duration, the polarity,
the input point, and circuit parameters
such as noise immuniry and response speed,
nc straightforward way of establishing
the relationship is known except to experi-
mentally test the circuit. Experimental
results for this circuit for negative and
positive upsets on the input lead are
shown in the following figures. Once the
transient pulse width exceeds the propa-
gation time, the vequired upset voltage
asymptotically approaches the dc threshold
voltage. Shorter pulse widths require
correspondingly greater voltages.
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These results show that the dc thres-
hold establishes a safe measure for tran-
sient upset. Observations indicate that
transient upset levels appear to be inde-
pendent of the exact waveshape, depending
rather on the peak value. It has also
been observed that circuit threshold re-
glons fur upset are very narrow. That
is, there is a very small amount of volt-
age amplitude difference between the
largest signals which have no probability
of causing upset and the smallest signals
which will certainly cause upset.

Memory Erasure

Computer memories are alsoc suscepti-
ble to EMP induced transients. The level
of susceptibility is determined by the
magnetic field required to change the
magnetization state of the memory element
(magnetic memories), or the voltage or
current thresholds for semiconductor mem-
ories.

In the case of magnetic memories,
the magnetic field impressed may be due
to direct magnetic field effect (impinging
magnetic field illumination) or driving
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currents induced in the associated wiring.
The direct effects require much higher
levels of incident magnetic field than the
induced current effects. The table indi-
cates the minimum energy levels required
for upset of typical digital circuits and
memories due to EMP induced signals.

The minimum energy necessary for oper-
ational upset is on the order cf one to
two orders of magnitude less than for dam-
age of the most sensitive semiconductor
components.

MINIMUM ENERGY TO CAUSE
CIRCUIT UPSET OR INTERFERENCE

A NIMUM
DESIGNATION l‘:”‘f{‘ MALFUNCTION OTHER DATA
LOULES
Loge Card Ian? earge ot Share Typcal logic transistor nverter qate
wiegrated Circyt] 3 = |Q"° P e M Sate Sylvama -k flip - tiop  monalithic
integrated ciecunt (SF S0
Memory Core 5 % 1g" Core Erasure Burroughs mec.um speed computer
Vio Wiring core memory (FC 8OO
e}
Memory Core 3Ixg Core Erasure RCL medwym speed. core memory
Vio Witng (269M1)
Amphter ax " Interterence Minitnum  observable energy n a
typical high qan ampafiee

The most susceptible memories are
those that require the smallest driving
currents to cause a change of state in
the memory, such as core or semiconductor
memories. It should be noted, however,
that if the transients are induced in cir-
cuits external to the memory proper, that
is, prior to the read/write amplifiers
for example, they may Le amplified in the
same mannar as normal signals and written
into memory. Under this condition, the
hardness of the memory proper is a second-

. ary consideration. It is obvious that

under this condition the memory is most
susceptible in the write mode of operation.
This has been verified experimentally.

iffects of Operational Upset

The effect of operational upset on
system performance and mission is highly
dependent on the system design and use.

In some systems, loss of synchronization
for as long as a few milliseconds is of

no great importance. On the other hand,
loss of stored information in a computer
may require restart of a very long computer
program, thus delaying the operation of a
specific system.

The trajectory control of a space-
craft or missiles is an example where oper-
ational upset for a very short time may
pe of considerable significance.
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Some functions performed by a com-
puter may te unimpaired by relatively
long periods of circuit upset. Others
may be impaired by short periods of up-
set. In this example of a power station
computer, functions such as data logging,
scan and alarm, performance calculations,
and trend recording may be relatively un-
affected by operational upset. On the
other hand, process control functions
such as turbine startup, boiler secpoint
control, and combustor control may be
affected to a much greater extent.

1 e POWER STATION COMPUTER
|

K: Data lugging, scan and alarm,

! performance ~alculations, trend
racording, turbine startup, boiler
setpoint control, combustor control

Large amounts of energy may be
collected by power lines and cause cir-
cuit breakers to open. The time to re-
energize the system may cause its function
to be seriously impaired. Also, since a
considerable amount of a generator's load
could be dropped, undesirable effects
might occur in the generating and trans-
mission system.

Circuit Breaker
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SECTION VI

DESIGN PRACTICES

6.1 INTRODUCTION

Protection of electrical and elec-
tronic systems from electromagnetic or
induced electrical impulses is certainly
not a new problem. The earliest efforts
were probably associated with protection
from lightning which is a natural phe-
nomenon. As the propensity of electromnic
systems (radar and communications) in-
creased, electromagnetic interference
(EMI) became important and protection
against its disruptive effects was re-
quired. 1In the 1960's the EMP from a
nuclear burst was recognized as yet an-
other potential disruptive source of elec-
tromagnetic energy.

There are many ways to protect sys-
tems against EMP. Many of the approaches
and concepts were borrowed from EMC
(electromagnetic compatibility) and light-
ning technology. Although this borrowed
technology provides guidance for EMP
mitigation; the EMC and lightning pro-
tective techniques, procedures, and de-
vices are not adequate for EMP protection
in most cases.

This section will deal with the pro-
tection philosophy, hardening techriques
at the systems level, terminal protective
devices, circumvention approaches, and
quality assurance of the final product.
As a reminder, the course deals with pro-
tection against the radiated EMP. Pro-
tection against the additional effects
associated with the source region are not
considered.

6.2 PROTECTION PHILOSOPHY

There are two kinds of degradation
which must be protected against: (1)
functional damage to critical portionms
or components in the system, anu (2)
operational upset of critical portions
or circuits within the system. The type
of hardening applied, and the level of
protection provided, is a function of the
sensitivity of the system to these dis-
ruptive effects.

S Lt ST WU RS SR

FOR EMP MITIGATION

* FUNCTIONAL DAMAGE
* OPERATIONAL UPSET

Protection is realized by choosing
the most appropriate approach or combin-
ation of approaches, and the appropriate
protection concepts, and then implement-
ing these through design practices.

Protection Concepts

The subject of protection approach
is concerned primarily with the level at
whicih the required protection is to be
achieved (i.e., the system level, circuit
level, or component level). Applying
protection at the system level, the pri-
mary objective is to keep the undesired
energy out of the system, or at least
the sensitive mission critical portions
of the system. At the circuit level, the
primary objectives are to limit the un-
desired energy reaching the sensitive
circuit or components, and design less
sensitive circuits. At the component
level, the primary objective is to select
the least sensitive component in terms
of the undesired response while still
meeting the performance criteria.

These approaches translated into
concepts for providing protection against
functional damage are:

For damage protection,

REDUCE:
* EMP EXPOSURE
¢ COLLECTION & COUPLING EFFICIENCY
* FRACTION OF APPLIED ENERGY R
» COMPONENT SUSCEPTIBILITY
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Operational upset is a circuit or sub-
system problem. Therefore, in addition
to the concepts for damage protection,
additional techniques are available to
minimize this effect. Stated as concepts,
these are:

CONCEPTS FOR UPSET PROTECTION

e ALL DAMAGE PROTECTION MEASURES

e HIGH LEVEL DIGITAL LOGIC

CODING

HARD MEMORIES

EMP EVENT SENSING

& SOFTWARE CIRCUMVENTION

These concepts can be implemented in
a variety of ways, termed 'protective
practices.”" There .re several viewpoints
toward a rational, balanced, and complete
consideration of protective practices.
This section categorizes these design
practices according to the level at which
they are generally applied. It should be
noted that some of the topics discussed
are of concern at more than one level,
although they are only presented once.

The protective practices categori-
zation follows:

B e o

CATEGORIES OF PROTECTIVE PRACTICES

SYSTEM LEVEL
> 20NING
* CLUSTERING
¢ CABLE LAYQUT
» CABLE CONFICIN:TION
« SHIELDING
* GROUND ING

CIRCUIT LEVEL
+ PROTECTIVE DEVICES |
« CIRCUIT DESIGN
* CIRCUMVENT | ON

COMPONENT LEVEL
DISCUSSED IN SECTION V

———— i
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System Implications

The decision to harden a system has
both system cost and performarce implica -
tions. These must be carefully studied
before selection of a hardening concept
or proceeding to the design phase.

In the past, systems have been cate-
gorized on the basis of size, type, user,
or new versus retrofit, €or example, and
the hardening decisions based on these
categorizations. Although these factors
influence the protection design, the real
point in making a hardening decision is
the criticality of the system. That is,
is the performance of the mission worth
the price that has to be paid to insure
fuccess.

SYSTEM TYPES

® SOFT VS. HARD

e LARGE VS. SMALL

*MILITARY VS. CIVILIAN

¢ GROUND-BASED VS. IN-FLIGHT .
* NEW VS. RETROFIT

A BETTER CRITERION

* PRIMARY MISSION VS. PROTECTION
® SUCCESS VS. PENALTIES

o .

Having made the decision to harden
the svstem, the next consideration is the
most cost effective approach. All systems
are not vulnerable, and even those that
are, all portions of the system are not
equallv vulnerable. Therefore, the same
degree of protection is not required for
all systems or portions of systems. In
many cases, such as buried facilities, a
complete envelope shield has been used to
provide the basic protection and an elec-
tromagnetic boundary. This seems to con-
tradict the previous concept of only
hardening the mission critical subsystems.
In those cases, however, the envelope
shield was the most cost effective ap-
proach. In many cases, the more suscepti-
ble equipments will require additional
protection which is provided by other
techniques. Therefore, the various tech-
niques for achieving the required pro-
tection must be studied and a balanced
approach employing a comoination of these
techniques selected.



Balanced Protection

"Enough” Means Enough Everywhere

A\l

= =0

A chain is only as strong &8 -----=-~

Perhaps the greatest single influence
on EMP considerations is the cost of retro-
fitting existing systems and of properly
designing new ones. Strangely, even to
date, the cost patterns for EMP protection
are not, as yet, well quantified; although
some general trends can be indicated.

In the early days, it was not gener-
ally recognized that the protection-cost
curve for EMP does not behave like those
for other nuclear weapon effects. 1In all
cases, the decision to protect represents
a jump in systems cost, but beyond that,
things are generally different, as seen
here.

Protection Level

Other Effects

Price

D ———
Minimum Nuclear
Thrast Levels

Maximum Nuclear
{Source Region)Levets

Some reasons for the cost curve be-
havior lies in the general properties of
EMP protection hardware., The price factor
in EMP protectior lies in the introduction,
or engineering of protection elements or
hardware. Generally, making these simply
"bigger'" {or "thicker") does not increase
the price as quickly.

For example, it costs little more to
double the wall thickness of a shielded
room. In fact, it may be cheaper becuuse
of the ease in welding thicker steel and
lower union rates.
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The cost of EMP hardening is highly
dependent on the system and hardening re-
quirements. Therefore, it is impossible
to quote figures for hardening a system
as a fixed cost. Further, many times the
Rrotection techniques utilized for EMP

ardening also provide for EMC control
and lightning protection. When this is
the case, which it often is, there is no
way to allocate the costs.

Cost information can be quoted, based
on past experience, in terms of a per-
centage of the system design costs., For
new systems where EMP hardening is con-
sidered from the onset of the design, the
costs vary from about three (3) or five
(5) percent to ten (l0) percent of the
system costs. For systems that must be
retrofitted, the cost curve begins at
approximately ten (10) percent and may
go as high as 100 percent of original
system cost. This indicates it is far
more cost effective to EMP harden systems
beginning with the initial system design.

Referring again to the cost curve,
it is apparent that once the decision is
made to protect a system, the degree of
protection has only a small effect on the
system cost. Because of the flatness of
the cost curve, it is often desirable to
design in a safety margin in terms of the
amount of protection provided. This is
desirable due to ambiguities in threat
specifications, the variations in ambient
environment, the uncertainties in manu-
facture and construction, and to counter
the results of poor EMP field practice,
maintenance and operational degradation.
A relatively liberal margin is permissible;
in the range of 10 to 20 dB.

To summarize, the incorporation of
EMP protection into the design of a system
certainly impacts cost and performance of
the system. To do this in a cost effec-
tive manner, the system designer must:
(1) identify the alternate approaches to
achieving EMP protection for his system,
(2) choose the optimum approach through
good balance of protection practices, and
(3) scale the hardness level to meet the
protection requirements, including a
reasonable safety margin, but which is
well within cost restraints.

PROTECTION DESIGN

® IDENTIFY
® CHOOSE
® SCALE

Apiio L e o



e .

intercommunity Relationship

EMP protection practices are based on
on the same basic concepts followed in
the Electromagnetic Compatibility (EMC),
Electromagnetic Interference (EMI), Hazards
of Radiation to Ordnance (HERO) communi-
ties.

The state-of-the-art in EMP harden-
ing is still evolving, whereas the state-
of-the-art in the related communities has
evolved to a point where complete and
thorough quantified design practices,
specifications, standards, and quality
control procedures now exist. Much of
this technology and documentation, al-
though useful as a guide, is not directly
applicable to the EMP problem.

Quan ified Existing
Design Practicc' and Quality Control

Not Always Appropriate
for EMP Problem

The related communities are con-
cerned, in many instances, with mitigation
‘f undesired effects ar the subsystem or
:quipment level. The nature of the EMP
nd its interaction with systems is such
*hat mitigation must initiate at the

-stem level. Consequently, protection
against EMP effects is very often system
specific.

6.> HARDENING DESIGN PRACTICES

The discussion of design practices
for EMP hardening is subdivided into two
major areas: (1) the Systems Aspects,
and (2) the Subsystem/Circuit/Component
Considerations. The Systems Aspects deal
with those aspects whick must be decided
at Lne systems level and must be uniform
throughout the system. The Subsystem/
Circuit/Component Considerations deal with
the intrasystem aspects and pertain to
grotection at the subsystem and equipment

evel.

Systems Aspects

In considering system hardening
against EMP, it is necessary to initiate
hardening design at the systems level.
It is at this level that the system con-
figuration, intersystem communications
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and data transmission configuration,
shielding philosophy, and grouading philo-
sophy are determined.

It is important to keep in mind that,
when we say '"system,'" this can encompass
a broad spectrum of configurations in
size, shape, and complexity. A Pocket
transceiver is as much a ''system' as is
an ABM radar site. Thus, its definition
is: a complete, self-contained primary-
mission entity.

To establish a common language for

discussion, a few definitions are in
order:

SYSTEM LEVEL CONCEPTS/DEFINITIONS

* SYSTEM

* ZONING

* CLUSTERING
o LAYERING

¢ DAMP ING

* VIOLATIONS
* FIXES

Some other system-level concepts
and definitions are noted here:

The identification and in-
tegration of regions of
similar EM environment and/
or susceptibility.

Zoning:

Clustering: The grouping of elements of
- similar characteristics and
purposes.

The sequencing of zones and
protective measures between
outer environment and inner
equipment.

Layering:

The use of lossy elements or
materials to absorb EM en-

ergy.

Damping:

The features which represent
defects from a systems hard-
ness viewpoint.

Violations:

Fixes: The measures taken to recti-
fy violations.




System Geometry and Configuration

The first step in hardening design
is to identify and allocate the hardening
for various subsystems and equipments
which comprise the system. Zoning is one
approach for achieving this goal.

Zoning

Electromagnetic zoning may be estab-
lished in two ways:

(1) Environmental zoning, in which
the magnitude and shape of the
field pulse are defined within
the successive regions from the

outside in.

(2) Susceptibility zoning, in which
the magnitudes and frequency

(or time) domains corresponding
to the wvilnerability thresholds

are scaled from the inside out.

The choice of which approach is followed
is often dictated by other factors. For
example, if a system already exists, it
is often easier to establish the zones by
the first approach (environmental zoning).
The reason for this is that the system
configuration, to a great extent, is
fixed. This is depicted for a buried
system where zones 1, 2, and 3 are es-
tablished by the construction technique.
An additional zone, 4, may be determined
by either approach. Either approach is
also applicable to new designs where
equipments may be grouped by their sus-
ceptibility levels, thus establishing

the system configuration and necessary

EM zones.

Systermn Aspecta

Exterior Environmeant Zone 1

System Zona

Equipment Zone &
Underground Zone &
{o Approximately 10 mho/m)

A well designed system will exhibit
an appropriate coincidence between en-
vironmental and susceptibility zones. An
example of 'bad" zoning is indicated
where the susceptibility zone crosses an
environmental zone boundary.
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Roning Approsches

Exterior Environment Tene

Busceptibiity Zor s

inte: tor Environment Tones -

It is common practice to define the
levels of different zones in terms of
relative dB. Zone boundaries are usually
associated with physical features such as
walls, bulkheads, compartments, cabinets,
etc,

Zones may also be delineated in terms
of other electromagnetic interaction spec-
ifications. Examples of some of the more
demanding requ’rements are the EMC speci-
fications, Mil-Std 461/462/463, and the
TEMPEST standards, NACSEM 5100 series.

Clustering

Evidently one of the things which
should imprcve EMP hardness is the re-
duction of the area over which vulnerable
elements are located. All other systems
aspects being equal, it is generally best
to contour the EMP zones as compactly as
possible.

This is especially important if up-

set, such as computer memory erasure, is
concerned.

Clustering

"Gerrymander’ 2one Cluster Zone

While the idea of a small single
zone is desirable, it is not always feasi-
ble. For systems that have distributed
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elements at a variety of locations, it is
often necessary to implement a gerrymander
type zone maintaining zonal integrity
(shielding) via well shielded cables. such
as conduit. An alternative is to cluster
various portions of the system snd mini-
mize the cabling, or isolate the various
zones.

All Equipment Enchosures To
Hordened

L

Dispiay

Limiting Duvices At
All Tor

Oate Date Dats | Dare Data
Storoge Proc. Storuge Proc Storage
____J\\:T_J _J;’l
Matal Conduit Used For Al Links
Q) Totatly Drstributed System Protection Scheme

=1 Mo ConguitOr Limiting

Locol
Redar | \miving Devices Inpur | Owviess

Davices Withun Thia Space

Singia Point ‘
Entry oara Dote
- Alt Brotection] Conver! ) Dspiay
Appiiud Pare ! i
Matol cmw—/ — l : 1
)
Date Oota Oata Oato Dote
Duntributed Zorw Storoge; Proc Storage Proc Srorage
Compact Zom

_Matal Bulkheods And Docks Utiwed
To Create Shistded Space

M Partitioned System Protection Scheme

EXAMFLE OF SYSTEM PARTITIONING

Layering

Most of our simple exevples here show
EMP protection as appearing in several
successive geometric stages or layers. Of
course, each boundary has to be complete,
in the sense that apertures and penetra-
tions must be treated to preserve what
was gained at that layer.

There seems to be a tendency to deal
with EMP at one or two boundaries. 1In
many EMP cases, this is quite unrealistic.
For instance, in a deeply buried system,
it is plainly obvious that some prctection
can be gained almost '"free' from the earth
cover itself. It is also unrealistic in
"porous' systems -- that is, systems with
very many apertures and penetrations.

Layaring
L£-- ; s
\/ ;! \‘(“7:_ T 7T
PN b NSRS
\,‘ g7 /:lll[“' RN
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4 1 ' [
Rz 7z L e
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Single Thick Fence’ ve. Multi-layer
Ringing

There are two approaches to EM field
protection. One of tncse is the 'iron
curtain'" method, in which the various
elements are thoroughly shielded and elec-
trically isolated from one anothar. The
other is the '"common sink," in which the
various elements are massively connected
together.

The difficulty is that one cannot do
either thing thoroughly. Elemeats must
be connected together somehow, but they
cannot all be placed in intimate contact.
The result is something iu between, which
often acts like a high-Q EM cavity or LC
circuit,

This is basically why many partially

shielded svstems exhibit strong ringing
when excited by means of an EMP simulator.

Ringing

internal EM Environment

— C—EA——,Q")Q LU 3 Surrtunding Shield
P —\‘;{ L _ Gunerally Poar
! ,__J R

Impinging Pulse |
[ A&

Well Bonded
Internal Components

Such ringing represents efficient
storage of EM energy and a prolongation
of the time during which it can be coupled
to internal elements and circuits. This
energy storage can be reduced by spoiling
the Q of the enclosu. es and circuits.
The concept is illustrated here by the
insertion of parallel damping resistors.
(Yeries damping requires careful circuit
analysis to avoid making matters worse).




This technique has been very success-
ful in some types of nuclear test inter-
ference problems. Most shielding systems
have characteristic impedances in the
range of 5 to 200 ohms. Damping resistors
of correspondin% value are used; the exact
value is not critical.

This technique is most appropriate
where the shielded enclosure is (for a
variety of reasons) poor, permitting entry
of the higher frequency (ringing-frequency)
components.

N
N \-mtetinr June Interfaee
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Violations and Fixes

The zoning concept has another ad-
vantage in: complicated system evaluations.
It permits the definition of specific lo-
cations and components (along a boundary)
requiring EMI treatment. In the satrictest
analytic sense, one assigns a minimum dB
margin which all points and elements with-
in and at such a boundary are to satisfy.
Those that do not are at once identified
as "'violations." As menticoned previous-
lv, "fixes" clearly encompass those meas-
ures taken to redress these situations,
or, in some cases, to redress their con-
sequences.

Violations generally fall in one of
four broad classes as outlined here.

Violat'ons und Fixes
@& Diatributed couplings (zonal field)
@ General transpurency (finite sheets)
® Apertures (singular holes, seams, etc.)

® Penotrations (insulated conductcrs)

In assessing a system, it is easy
to overlook conductors which are not
labeled as electrical circuits -- or
even labeled at all. For example,
long lengths of rebar (and sometimes
tubing) used in structural piling. Here
are listed some other conductors which
have turned out to have possible EMP
significance, in terms of providing EMP
collection and/or coupling paths into
otherwise protected systemws,

Past Surprises

® Service Features
® Miscelianeous Electrical Features

® Construction Featurees

Communications and Data Transmission

In any system, it is necessary to
provide communication and data trans-
mission between various portions of the
system. This must be accomplished with-
out violating the zoning configuration
established for the system.

The development of EMP criteria for
these links does not necessarily start
with the de facto svstem connection dia-

rams. Rather, it should start in the
etermination of what is to be connected

to what, and how this is to be accomplished.

As we will shortly indicate, much may be
done to ease the hardeniny problem byv
more judicious circuit management, Of
course, .nce the inescapable connection
requirements are determined, then one
must get to the specific hardware issues.

There are several system configura-
tion options available for providing the
necessary communication and data links.
Any of the options depicted can provide
the required EMP hardness.
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Hardware design, such as cable shield-
ing, terminal protection devices, etc.,
required to implement these options is
discussed later in this chapter. At the
system _evel, it is mandatory that the
harucuing approach be specified since
thecs= options are very difficult to com-
bine. Basically, the options indicated
can be grouped into two major categories:
(1) the preservation of zonal integrity
through extension of the zonal boundary
via extremely well-shielded cabling, or
(2) preservation of ronal integrity by
isolating the zones vis terminal protective
devices, or by non-conducting transmission
links.

Shielding

As indicated previcusly, there is
considerable identity between zoning and
shielding. Indeed, when '"good practice'
alone sufficed, it centered on shielding
as the controlling feature. Questions of
circuit layout, cabling, and filtering
tended to be subordinated. - Here, shield-
ing is treated as simply one aspect of a
larger formation.

For comparative purposes, it has be-
come customary to rate a Jesign or product
in terms of "shielding effectiveness," the
attenuation of the fields stated as a
function of frequency. The shielding
effectiveness will depend on the size of
the box, the location cf the item, the
frequency domain and the methced of measure-
ment. Basically, it can be viewed as a
measure of a certain internal environment
"with" vs. "without" the protective
scheme.
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In the EMP frequency domain, a domi-
nant mechanism in ihielding effectiveness
is inside cancellation or ﬁield reflection
due to induced surface currents as illus-
trated here. Thin walls, high resistance
paths, apertures, seams, etc., seriously
affect the reflection or cancellation
characteristics and serve as internal
field generators as well.

A good shield must, therefore, be
sufficiently thick, continuous, complete
and tight. This is essential for shield-

ing above 60 dB (S.E.(dB) = -20 log g% ).

How Do EMP Shields Work?

Dashed line indicates induced
currents on structure

Current distribution on a
box-like eriglosurs caused by
a low-frequeiicy magnetic field

0f course, mechanical and electrical
inputs and outputs are also essential.
Economic realities place real limics on
wall thickness.

So, shielding hardware considerations
generally boil down to compromises in re-
lation to:

Wall thickness and material

Apertures -- tightness
Penetrations -- conductors,
ideal Practical

Thin Shield
Openings

Y 4

Heavy, Many- )
layered Shield




Wall Thickness and Material

In the EMP time domain, the dominant
mechanism in shlelding is the induced sur-
face current. This is concentrated in a
surface layer, the 'skin depth (é)," 1s
glven by

§ = L
uouro
where
T = time
b= 4n x 10.7

permeability of
air

ue = relative permeability of
the material
§ = conductivity of the

material

Since the skin depth varies as /T, it is
diffigu t to significantly reduce the in-
terna .

In most practical cases, it becomes
difficult to justify & shielding thick-
ness much greater than that required by
mechanical strength and rigidity.

Wall Thichness

Frae Bpece
Hy s Parpendicular to the Figure and
in Same Sense for Both Waves

Conductor

O W

inciont Weave
————— Meothpsted Wave

Phase and Ampiitude Dittersnces
Exaggorated

Transmitted Wave
Amplitude Eragae:ated

Sch tic !

L - of the Reduction in Amplitude of en
Blectromagneiic Weve on Entering 8 Mets!

The skin depth also depends on vio
(u = uouy). Hence, there is not as much
difference between copper and steel as
one might think. We see here that the
main advantage of steel is to obtain the
same attenuation at about one order of
magnitude lower frequency. Note also the
large attenuations realized for relatively
thin sheets. These values are for infin-
ite sheets of material.

6-9

.the greater the attenuatiogn.

Materian

|
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Frequency (MMz)
Magnetic Attenuatinn versus Frequenacy.

As indicated, the attenuation
(shielding effectiveness) for magnetic
fields is a function of frequency. Thg
higher the frequency (the greater the B),
Therefore,

the shield tends to be a reducer,

A SHIELD = B REDUCER

e

t
Outside Inside

107*- 10" Seconds Rise- Time
10° - 10° Hertz

~ 10" Seconds Rise- Time
10° Mertz

A further implication is the lower
the freaquency the less the magnetic field
attenuation. Therefore, good low fre-
quency shielding requires the use of very
high permeability (u) materials, such as
hypernom and conetic, or very thick ma-
terials such that magnetic field ducting
is realized.

Diffusion Shielding

There is another kind of shield --
the semipermeable type; examples of which
are earth cover and rebar grids. Here
the effective skin depths may be large
(8 = 28m for earth with conductivity of
10-2 mhos/m at a frequency of 100 kHz),
and the total attenuation relatively
small -- about 30 dB. Usually this is
used in combination with smaller, internal,
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and more complete shields. Often such a
shield appears as a zone enclosure of
opportunity, such as in buried or heavily
reinforced structures.

+ The waveform appearin% inside such a
diffusion zone will generally be a com-
bination of a short spike (possibly assoc-
jated with apertures) and 2 longer 'tail,"
related to the induced skin currents on
the conductor.

Weld ot Bach Rer

Rebar Trestment
(2 Axeel

Schematic of Reoere Used
tfor Shielding Entire Struature.

Apertures

There are many different kinds of
"apertures.'" They may be divided as in-
tentional and as unintentional. The
single worst class of violations of gond
EMP protection practice is found in the
accidental or unintentional compromise
of shielding integritv. Anything which
interrupts the skin current path on a
shirld increases its impedance and acts
as a radiator into the internal region.
Hence, the effect of a seam crack is not
measurable simply by its physical area,
which may be quite emall. 1If it is near
a region of high surface current concen-
tration, it can couple energy tc the
interior many times greater than you would
superficially guess. In particular, phy-
sical breaks -- such as seams and bonds,
however well made -- represent a constant
threat to integrity and protection value.

0f course, it is almost impossible
to fabricate a shield as a single, un-
broken, electromagnetic enclosure. Large
system enclosures can only be constructed
by assembling large numbers of sheets or
plates., Technically, the contact lines
or seam between such single pieces repre-
sent potential apertures.

Depicted is an "idealized aperture'--
a long slit in a shield wall due to a poor
panel joint. It behaves approximately
like a slot dipole an*emna. In effect, it
is excited by the EMP fields and the in-
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duced skin currents and radiates a wave,
characteristic of its iength, into the
box.

Apertures

S
=

- 8lit at Seam

¢
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Shield Enclosure

The mcst common large-scale seam
fabrication technigues involve welding
for steel or aluminum and soldering or
brazing for copper. These fabrication
methods in themselves place certain mini-
mum thickness criteria on the material.
Thin sheets tend to "burn through" during
welding. Therefore, at least two mechan-
ical aspects impose minimum thickness
requirements, which may be greater than
required by the EMP criterion: strength
and fabricability. Such thicknesses run
from 60 to 300 mils for medium-large con-
struction. Overlap should preferably be
19-20 times the sheet thickness for thin
sheets, Butt joints can be acceptably
vsed for thick plate, but this usually
requires welds on both sides, with care-
ful probe tests for weaknesses.

Seams

Wetd
—-%_ Fe

Waetd

Cu

Tinned and Flowed

O

Fe Plate

The necessary mechanical thickness pro-
vides an implicit (and high) protection
level. Inexpensive assembly methods,

such as tack welding, may seriously erode
the protection level due to aperture leak-
age at the open seams throughout the
structure. The '‘good shielding' criterion
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may require continuous and meticulous
welding along all seams in order to match
the protecticn value inherent in the ma-
terial itself, ’

As an example of the welding integri-
ty criteria, an ICBM test facility had a
shielded room built into its base. This
enclos'.re had a 100 dB requirement in the
UHF domain. The construction was such
that several large structural I-beams
assed through the room. In order to
'seal" the room electromagnetically, spe-
cially cut plates were welded around the
beams and onto the steel walls. These
seam areas were tested by using a trans-
mitter loop outside and smaller receiver
loop probe inside. A single continuous
welding pass proved inadequate to prevent
leakage at this seam. Several additional
passes were needed around these beams,
both inside and out. These were made in
such a way as to build up a tuick weld.
The inner corners were parti:ularly diffi-
cult poiunts, as indicated lere.

Weld Iniegrity

: Magnetic Steel

Weld Araas

Extra Weld

Steel |-Beam -

)

N Magnetic Steel Plates

Gaskets and Bonds

Considering the difficulties en-
countered with such seemingly ''tight"
apertures as welded seams, it is no sur-
prise that metal-to-metal contact sur-
faces, held together by simple mechanical
pressure, can constitute serious viola-
tions of shielding integrity. Such con-
tact areas are unavoidable at functional
apertures, e.g., access doors, service
hatches, equipment panels, etc.

There is extensive literature on all
manners of bonding long, continuous, me-
tallic, contact lines. They deal with a
range of bonding pzrmanency, from perma-
nent, once-made joints, through rarely-
disturbed service panels, to continuously
exercised doorways. Of course, the latter
represent the most difficult problem in .
dependability and maintainability.
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“he basic mechanical requirements
for simple reliable seam bonds are ab-
solute flatness and electrical cleanli-
ness. Neither of these is generally
achievable in other than ideal laboratory
conditiorns. The pragmatic hardware prob-
lem is then to obtain low-impedance con-
tinuous contacts at an acceptable level
of "dirtyness' and ''deformation."

Electrically clean surfaces can be
readily obtained with pure tin, gold,
palladium, platinum >nd silver! Zinc,
cadmium, and very thin gold platings are
considered as acceptable substitutes.
Easily oxidized materials (like aluminum)
should he avoided. Lubricants are capri-
cious. In some cases, they will inhibit
corrosion and oxidation and facilitate
good metal-metal contact. However, motor
oils, for example, are more apt to do
just the opposite.

Controlled roughness (machine sining
and knurling) is generally better than
attempting to achieve a smooth surface
for mating parts. When controlled rough-
ness is utilized, the total contact area
is generally greater, and easily predic-
table, than for smooth surfaces which mate
cvsually at only three points (no surface
is perfectly smooth).

CLEAN CONTACTS

GOOD 82D

TIN, ZINC, CADMIUM ALUMINUM, IRON (OXIDES)
PLATINGS (ALSO GOLD,
PLATINUM, AND SILVER)

THIN #—————— PLAT { NGS — —— THICK

SPECIAL LUBR | CANTS SULFUR-BASED
ELECTRICAL *—— AND PAINTS ———= AND OXIDIZED
SCORED,

KNURLED <@———— SURFACE ———— MILL-SMOOTH

i
¥

o

Roughness is one way to compensate
for surface irregularity. An ultimate
way to do this is to use deformable con-
ductive gaslkets. A good way to under-
stand the pressure contact problem is to
consider a panel seam, bonded by means
of bolts and flange strips, as illustrated
here. In the frequency domain of inter-
est, seams of this type require specific
contact pressures of 60 to 100 pounds
per lineal inch for 80-100 db attenuation.
Obviously, this form of seam is best for
once-only" cases, which are expected to
be broken very rarely, if ever, during
the systam's life.



Pressure Contacts

Typical Panel Seam

People have also resorted to the
"gasket' solution for "bonding" peripheral
contacts which would only be occasionally
broken. It is also useful for irregular
or deformable surfaces.

There are two 'fairly" nood types:

1. The flat molded metal gasket
which deforms slightly under
pressure. This is a "throw-
away" in the sense that it
cannot be reused.

2. The braided cord gasket. A
variety of exotic designs ap-
pear on the market. The
good ones from an attenua-
tion standpoint utilize de-
formable metal cores.
Unfortunately, these have
low resiliency and can only
be reused two or three times.
The synthetic core, double
braid gaskets are generally
more transparent in a given
geometry. The single braid
types provide even less atten-
uation. Braided gaskets are
not generally recommended for
exposed, unmaintained situa-
tions for EMP protection.

Corrosion control of the gaskets and
the associated mating surfaces is also a
problem, Considerable maintenance is re-
quired to insure good electrical contact.

Depicted is a typical application of
a knitted mesh gasket for a ship missile
loading hatch. Note that the RF gasket is
protected from corrosion by a water seal
on the hatch.
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/_\/Woter Seal

R F Gasket

MISSLE LOADING HATCH R+ SHIELDING
(CLG),(METHOD A)

The average field attenuation that
can be obtained with knitted wire mesh
gaskets as a function of the applied
pressure is indicated here. It should
be noted that application of higher pres-
sure increases attenuation, but shortens
the lifetime of the gasket as it perma-
nently deforms.
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KNITTED WIRE MESH GASKETS,
AVERAGE FIELD ATTENUATION

Resilieat finger stock is a favorite
solution for doors and hatches which must
be frequently used. Finger stock should
be used in double rows. Some people
suggest that the rows should be staggered
for maximum attenuation so that the fin-
gers in one are opposite the slots in the
other. At the higher frequencies, this
seems reasonable when one considers the
radiation pattern of each slot, seen as
a tiny dipole.

©
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Finger stock is probably the most
difficult protection hardware to main-
tain. Traffic inevitably brings with it
dirt and abrasion. The doors and frames
must be extra stiff if the fingers and
the contact surfaces are to maintain thei
register.

Finger Stock and Doors

Door @ l Wall

Preasure Finger Stock

e
Door

Door Frame Copper Sheet

Wiping Finger Stock

Copper Shast
{ s Iron Frame

The joint constructicns illustrated
here show some of the ingenious ways in
which shielding engineers have solved the
problem of structural flexibility with
reliable shielding effectiveness. They
typify shielded enclosures for R.F. test-
ing and measurement. At present, at
least, ic is not likely that military sys
tems would employ such components except
as accessories in production and testing
phases.

The prefabricated bolt-together en-
closure has enjoyed wide acceptance. It
does, however, require periodic mainten-
ance. The frame shifts cause open slits
and metal-to-metal seam corrosion. Where

r

high shielding requirements exist, serious

consideration should be given to the
welded seam enclosure.
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3hielded Enclosures

24-GAUGE GALVANNEALED
MARINE-TYPE STEEL SHEETS

PLYWOOD CORE
DEEP FORMED CHANNEL

Galvanized Stee| Sheet
with Plywood Core.

PARIITION WALL

Partition Joint Example.

Open Apartures

So far we have dealt with apertures
which could be ''closed" electromagnetic-
ally by means of conductive materials
(sheets) and construction similar to the
surrounding shield. The signific:nt
problem was with peripheral control. Some
mechanical requirements, however, call
for a physically open aperture for such
things as ventilation, microwave lines,
~te. Two broad classes of '"solutions"
are common for these: screens of various
types, and ''waveguides-beyond-cutoff."
The latter can also be used sometimes
for entrance passages and doorways to
avoid the finger-stock problem, where
penetration of high frequency content is
clearly not a problem.

Ordinary heavy-duty screening can
provide on the order of 40 dB attenuation.
The trouble with ordinary screening lies
in corrosion and oxidation which can

break the contact between individual wires.

Electromagnetically, an old piece of
screening may be a good coupler. The
specially fabricated materials like
""electromesh" are treated to resist this
action.
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Screens

SO~—Trewe
1. 174" ALUMINUM "HEXCEL" THICK HONEYCOMB C.003 WALL
140} 2. ELECTRO MESH: 40 COUNT CU-NIQ.007 THICK 36% OPEN
3. ELECTRO MESH : 28 COUNT CU, 0.003 THICK, 56 % OPEN
120}— 4. ELECTRO MESH: 40 COUNT CU,0.003 THICK, 57 % OPEN

5. ELECTRO MESH: 23 COUNT CU*NI.0.003 THICK 49% 0PEN

100 | NOISE SOURCE RADIATION LEVEL, ATTENUATION GREATER
THAN THIS LEVEL FOR ITEMS | AND 2

gol- - ITFMS 3, 4, AND §

0.060" PERFORATED ALUMINUM
60-5/18" CENTERS 1.4 DIA, HOLES 46% OPEN

SHIELDING EFFECTIVENESS (db)

a0l 16 ALUMINUM MESH 0.020 WIRE  36% OPEN

10 MONEL MESH 0.018 WIRE
201~ 0.037 ALUMINUM 7/16" DIA, HOLES

5/8° CENTERS 45% OPEN

o . 1 |
001 [o]] 1.0 [} 100 1000
FREQUENCY {MHz)
attenuation of various screening materials

Screens
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CADMIUM - PLATEC ALUMINUM
AND STEEL (E FIELD)

UNPLATED

CADMIUM-FLATED ALUMINUM(E FIELD)
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20 UNPLATED
ALUMINUM (H FIELD)

TOTAL SHIELDING EFFECTIVENESS (db)
@
o

0 i
0015 0150 0500 300 300 3C0 960
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claimed performance of an average commaercial
honeycomb filter

Hexcel is usually satisfactory, but
there have been instances of poor quality
control in which the glue between the
foils acted as an insulator. True "honey-
comb" screening provides the best com-
promise between shielding and air flow.
Where air flow is important, best results
are obtained with honeycomb which has
soldered, brazed, or welded contacts be-
tween foils.
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PREDICTED THEORETICAL ATTENUATION

The "waveguide-beyond-cutoff" is
somewhat of a misnomer. Over most of
the EMP frequency domain, such a geometry
is really behaving more like a quasi-
static "fiwld-bender." The idea is to
design it so that its cut-off frequency
is significantly well above the high-
frequency 'roll-off'" in the environmental
spectrum. This is not difficult to do if
it is under many feet of earth or it is
already protected by some partial attenu-
ation, such as a welded rebar cage. These
situatinns tend to move the roll-off to
lower frequencies, as we have indicated
before. For example, a two (2) meter high
driveway would have a cutoff frequency of

75 Mz (f = , where A = 2a and a is
the maximiim doorway dimension). For fre-
quencies of less than 30 MHz, the attenu-
ation is between 12 and 13.65 dB per meter
length within the guide.

The approach is fine for ventilation,
but care must be taken not to make the
guide a propagating structure by running
cables through it.

Waveguide Scheme

Waveguide with Corner

“Waveguide® in
Quasi-8tatic Domain
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The use of the "waveguide-beyond-
cutoff" approach for ventilation shafts
in structures is one typical application.
High frequency roll-off is obtained by
partitioning the overall opening into an
array of smaller openings as depicted.
This will cause some reductiun in airflow
depending on the effective area reduction
of the overall opening.

Metal Portitions Weided, Brazed Or
Soldersd At Each Intersection

Closed Cells (Square Or Hexagonol)
-]
a}——— Maximum Gell Opening< X/ 3
Of Highest Frequancy (Shortest
) To Be At
1
1 P)

Depth Of Closed Cell Depends
On Rotie Of Qparating
Fraquency To Cut Oft
Froquency Of Cell And Attenuation
Required. Nominol Depth e

S Times Largest Opening For
100dd Attenuation.

Typical Element

Bulkheod Air Vent
Fostener Frome ; Frome Weided

r—COIIOf

|, —0Ouet

Cabinet Mash Gasket

a) Boited Installation b} Welded installation

USE OF HONEYCOMEB MATERIAL FOR SHIELDING AIR VENTS

Another technique to handle large
apertures, such as personnel entry ways
into shielded compartments, is through
the use of a protected entry. Shown is
a technique using a double shielded door
hallway type configuration. Interlocks
should be provided if critical equipments
are housed in the compartment so both
doors cannot be open at the same time.

""""" 1@' == TTX
Unshisldea
Compartmants
_________ Shielded Area Containing
Critical Equiptnent <
"""""" 1 Doudls Door
$ Hailwoy Typs §
£ Entry
3 3
fro-reo-es ' T
' 1 ;
! i )
' '
' '

—
i
L e Note  Stoirwell {8 Locoted Awoy From
I Corridor Contaiung Entry To
Hordened Areo

DOUBLE DOOR HALLWAY TYPE ENTRY TO
HARDENED AREA
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Penetrations

There are many kinds of ''penetra-
tions." Most commonly, one thinks of an
insulated conductor passing into a facil-
ity or system. It may be carrying power
or functional signals, but uninsulated,
"grounded'" conductors, such as motor
shafts, can algso represent penetrations.
Thus, there are two broad classes -- elec-
trical and mechanical. We see here ways
in which each can provide paths for coupl-
ing and transferring energy from the ex-
ternal to the internal zones. Note
particularly that mechanical penetrations
can be deceptively protected by innocent-
looking bonds, which are really high-
impedance couplers.

Penetrations

r————1 ExH

e L

Electrical

Mechanical

The existence of a true '"electrical
penetration' corresponds to an intentional
or unintentional violation of the zoning
concept. If an electrical circuit is
carefully confined to a single EM zone,
then its penetration through a shield does
not, in facv, constitute a violation. In
principle, it cannot transfer energy which
would not be there in its absence. We
make this seemingly simple point to empha-
size the necessity for observing zonal
hierarchies in providing conductor and
cable shielding (as discussed in a suc-
ceeding section).

But what about unavoidable conductor
penetrations -- such as, for instance,
long wire antennas? One thing to do to
rectify sach situations is to provide en-
trance protection in the form of filters
or active devices (zener diodes, spark
gaps, etc.). These are discussed in the
section on '"'Protective Devices.'" These
protective devices should be located in
vaults or small shielded boxes.

Since all external conductors are
collectors of EMP erergy, they must all
be terminated at the entry to the shielded
compartment (or equipment cabinet). If
these terminations are allowed on a hap-
hazard basis, (terminating on all sides
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of the enclosure), they will inject addi-
tilonal current on the enclosure resulting
in higher fields on the inside. There-
fore, to keep this energﬁ from entering,
all penetrants are brought into the pro-
tected space via a single point of entry
into an entry vault. The conductors
(pipes, condu’' 2, cable shields, etc.) are
peripherally welded to the enclosure at
the entry point. All protective devices
are contained in the vault and the out-
put electrical leads into the enclosure
protected by feed-through capacitors, for
example. These terminal protection ap-
proaches are discussed in subsequent para-
graphs of this section.

Stesl Continuous Weld Protection Panet
Seoms Entire rwmnr\ Cable Voult

Weld At Both Buikheads

Weld Or Broze
a—yShieids Or Conauit

EMP FisidHordened"Space

A

mmmm

TYPICAL EMP HARDENED SPACE

Pipes And Cables That Do Not
[*—Torminste In The Shisiced Space
Shall Go Around it.

Finally, one can isolate that por-
tion of the system (which really goes
back to systems and circuit layouts) and
simgly make its terminal circuits very
hard.

So we see that the treatment of pur-

poseful electrical penetrations is not
really a "shieldiang" topic.

ELECTRICAL PENETRATIONS

NOT REALLY A "SHIELDING"
HAROWARE PROBLEM -- WHY?

ZONE VIOLATION ———— GO TO "SHIELDED"

ENTRANCE PROTECTION ——a GO T "PROTECTIVE
DEVICES"

TERMINAL HARDENING —— GO TO "SYSTEM ASPECT"
AND "COMPONENT
SUSCEPTIBILITY"

6-16

We noted before that a conductive
metallic penetration may be deceptively
protected. Consider, for instance, a
shaft passing through a bushing. In the
case of a metallic shaft with a conductive
bushing and a bond strap, it can be treated
analytically as a parallel R L circuit
as shown. Simple circuit analysis can be
applied to determine the fraction of the
current which is not shunted by the bond
strap or the bushing resistance. If the
bushing has a high contact resistance (or
is an insulating bushing), at high fre-
quencies (WL > R) the shaft can act as a
probe antenna coupling directly to the
interior as a skin current or by reradi-
ation, This type of penetration could
easily result in a 30 dB lead in a 60 dB
shield.

In the case of a nonconductive shaft,
the configuratior can be modeled for anal-
ysis as a dieleccricallv loaded circular
aperture. The aperture problem becomes
important when the aperture diameter is
equal to or greater than the half wave-
length of the highest frequencies assoc-
iated with the incident waveform. For
small shaft dimensions (5 to 10 cm), the
coupling through the aperture would be
small (a few dB) over the frequency spec-
trum of the EMP,

Mechanicsl Penetrations

Shield
£/, Equivaient EMP
@ Voitege Generator

2 /ééé N

Aperture Equivelent Circuit Equivatent

N

Macheanical Drive

Bond Inductance

The principle here is to ''rectify
the obvious." We will discuss some em-
bodiments for these first two types of
fixes.

Treatment
® Break the metallic path
# Improve the seal bond

# Examine electromechanical servos, relays
Iplus filters on the wires])

# Examine non-conductive, exotic schemes
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The first approach is to break the
metallic path. This treatment replaces
the continuous conductor by a smagl capa-
citance. Its equivalent circuilt represents
it as a filter between the two EM zones.
Note that the separate small enclosure must
be well-bonded to the shielding partition
between the two zones. An impedance at
this poiat turns it into an effective
coupler. This is equally true for filters
and for other enclosed protective devices
located at a partition between zones. An
alternative approach is the use of the
waveguide-beyond-cutoff technique. This
approach requires the mechanical snaft to
be non-conductive. 1In sizing the wave-
guide, it must be analyzed as a dielec-
trically loaded guide with the dielectric
being the mechanical shaft.

Break the Metallic Path

Good Better

— Plastic Shaft

fontact
Bushings
- PN -

Insulated Coupling

- - q
- - = —
: j |
H !
Metal Shafts l
|
(4 - Length =
Equivalent Corrasponds to
Circuit "Waveguide

Beyond Cutoff

NO-NOH —- .
Criteria

Shown are two examples of unusual
treatment. A simple way to improve a
leaky manual adjustment shaft is to mount
it through a split-bushing with a taper-
thread locking nut. When the locking nut
is tightened, a low resistance bond is
achieved between the shaft and the equip-
ment panel.
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improve The Seal Bond

Tapered Lock Bushing

| S—

Adjustment Shafte

g
-”,d Metal Braided Bag

Switches

In "explosive proof' hardware, or in
equipments with very high shielding re-
quirements, a simple fix 1s to utilize a
braided metal bag to increase the shield-
ing as shown. -

Grounding

The primary purpose of grounding is
the protection of personnel and equipment,
Electrical codes require that electrical
and electronic equipment cabinets/frames
be connected to the surrounding media
(building, earth, etc.) in such a manner
that no shock hazard exists due to a volt-
age difference between the equipment and
the surrounding media. For equipment pro-
tection, the purpose of the ground is to
provide a fault current path so sufficient
fault current can flow to cause circuit
breaker or fuse actuation. Ground further
prevents the buildup of electrostatic or
transient voltages that may cause insu-
lation damage. Lightning protection is a
special case of transient voltage buildup
which is shunted to ground, in most cases,
via surge protective devices.

In other words, the purposes of
grounding are to provide an equipotential
connection between equipments and surround-
ing structures/media, and a return current
path for fault currents. For signal cir-
cuits, two~conductor transmission lines
are used. Tying the signal circuit to
ground prevents electrostatic drift and
provides a common reference provided the
ground circuit is truly an equipotential
plane.

The discussion which follows will
divide the grounding problem into earth
grounds ("exterior' grounds), and equi-
potential or reference nodes ('"interior"
grounds). Emphasis will be placed on
meeting system grounding requirements with-
out becoming a major source of EMP pickup.
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Both Interior and Exterior Grounds are
Needed for Other System Reauirements

Both Interior and Exterior Grounds can
be a Major Source of EMP PICKUP

Earth/Exterior Grounds

There are at least three reasons for
considering how EMP and exterior grounds
interact. First, there are long wave-
length threat components with which ground
circuits can meaningfully couple. Second,
system grounds are essential for any num-
ber of other reascns; hence, their EMP
coupling is a germane issue. Third, it
has been pragmatically established that
grounds make a noticeable difference,--
good and bad -- in nuclear test and nuclear
simulation instrumentation.

Of course, a grounding system can be
put to advantage in EMP control. But this
needs to be integrated with other ground-
ing requirements, i.e., lightning, power,
etc.

The basic idea of earth grounding is
r<» provide an equipotential distribution
tructural members of a sys-
tem and the surrounding natural environ-
sent. This concept is perfectly valid
cmly for the ideal case of static fields,
infinite earth (ground) conductivity, and
no current flow. Thus, earth grounding
is an attempt to connect, in a field-
significant way, to the large, but poor,
conductor. In the cases of shock hazard
elimination or lightnin% protection, only
lower frequencies are of interest and this
"equipotential sur7ace' concept must only
apply for local areas. For EMP, on the
other hand, where ~ ‘tributed systems are
of couw .ua, wals v :pt must apply over
large geographi.-i areas and over a broad
frequency spectrum.

Another factor is the connection from
the system structural members to the earth.
The idea is to cour *he electromagnetic
energy into the ear nd absorb it in the
earth. The impeds to earth is a func-
tion of the conneci.ion from the system to
the groundwell, and the impedance of the
groundwell to the earth. To minimize
voltage buildup due to EMP or other trans-
ients, these impedances must be low at all
frequencies of interest. All conductors
have associated with them in inductance
which is a function of the geometry of
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the conductor, The inductance term pro-
duces an 1Z. drop (conductor impedance),
in addition to the IZ; (ground impedance).
The groundwell impeda%ce can be reduced
by using large contact area ground rods
or wells and improving the conductivity
of the earth in the immediate vicinity

by "salting" (ionic salts). Further,
most of the EM energy in a current carry-
ing conductor exists in the field external
to the conductor. The impedance mismatch
results in the field stored energy being
reflected and reverberating on the con-
ductors.

Ground Resistance and Transient impedance

Absorption

Most of the Transient Fleld Energy
s Outside the Physical Conductor,

One demonstrated use of controlled
grounds was found during atmospheric test-
ing. Here, long duration reverberation
currents on the exterior of the cables
were present which often interfered with
shock wave measurements which occur a few
milliseconds to seconds after the blast.

By viewing the long cable run as a
transmission line and terminating it in
its Z,, much of the reverberation could
be suppressed,
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This EMP cable ringing suppression
calls for a resistance %10-200 Q) in

series with the ground lead. This is com-
patible with other exterior grounding re-
quirements. Most grounding systems require

a low (<< 1 ohm) impedance earth connection.

In power systems, impedances of 10-200
ohms would significantly reduce fault
currents possibly inhibiting the operation
of protective elements. Further, the
fault currents would result in a large
voltage appearing between the equipment
and earth creating a potential shock haz-
ard to personnel. This latter problem
would also exist for lightning grounds.
Even communication system's antennas re-
quire low impedance ground connections
(earth counterpoise) for good radiation
efficiency.

For power protection, the use of a
choke shunt with low 60 Hz Z, but high
EMP Z, can be a compromise for lower power
users.

Therefore, good earth connection
(i.e., low 2) at all frequencies of in-
terest (EMP or other transients) will
provide local protection of persortinel
from shock hazard, equipment protection
in terms of insulation failure, and fault
current protection.

Another factor to be considered in
designing a grounding system from an EMP
viewpoint is EM energy coupling into sig-
nal circuitry via the ground system. Two
grounding systems philosophies have been
expounded in the literature: (1) the
multipoint grounds, and (2) the single
point grounds. In either case, EMP can
induce substantial amounts of current flow
onto the shields of various portions of
the system and the interconnecting cables
or conductors.

In the case of multiple point ground-
ing, ground loops which can couple EM en-
ergy through Faraday induction are formed.
The voltage induced in these ground loops
is equal to the time rate of change of the
magnetic field and the area of the loop
(Vg = BA), While such a grounding scheme
meets all the requirements for personnel
safety and equipment protection, it does
not meet the EMP requirements. The volt-
age induced in these ground loops appears
as an offset voltage for signal circuits
that utilize system ground as a reference.
This can result in upset, and in some
cases, damage to sensitive circuits and
components.
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System Connection
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Equivalent Circuit

The concept of a single point ground
is to tie all system elements to a common
central ground point, thus eliminating
the ground loops. These '"straight" cable
runs can also pick up EM energy. Since
the earth is a finite conductor, an 'E'
field exists along the ground leads which
induces a potential gradient along these
leads. If these ground leads are long
(>100 meters or so), a local shock hazard
exists. Further, since the ground leads
have inductance, a high surge impedance
can exist which would cause problems in
lightning proctection and fault current

protection. The voltage induced in the
ground leads can be calculated
*| #2 *3
——& T}
- i
*| *2 *3
Ly §L¢ Ly
N O
ZQ

Equivalent Circuit

And Is Given By: oA
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The problem is further complicated since
each element of the system (#l, #2, #3)
will have a stray capacitanca to ground.

In this case

Iy dt ,efc.
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PRACTICAL SINGLE POINT GROUND

In summary, exterior grounds can be
a source of EMP pickup (current collection
and/or field enhancement). Neither the
single point ground nor the multipoint
ground provide an absuvlute solution. The
best choice, in many cases, is to maintain
a single point concept as closely as possi-
ble utilizing a 'tree' concept where the
branches to varicus system elements are
of equal length since this is the simplest
ground arrangement to achieve control of
the collected ground currents. In such a
ground system, the power, lightning, and
safety grounds should be made as short as
possible ro minimize EMP pickup. In those
instances where these ground connections
were prohibitively long, multipoint grounds
will have to be utilized and the signal
circuits isolated from the induced ground
potentials by other means.

Thase Mey Neve Prabisrs
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Interior/Reference Grounds

The purpose of interior grounds is
to provide an equipotential connection.
This connection is to eliminate shock
huzards between equipment frames, cab’nets,
etc., and the surrounding structure _van,
building, etc.). Further, it is extensive-
ly utilized as u reference node for signal
processing.

Basically, as in the case of exterior
grounds, there are two grounding concepts:
the multipoint ground, and the single
point ground. Either of these concepts
is usable 1if certain conditions are met.

Tor systems hardened against FMP, tte
structure housing the system is a shield-
ing structure., As discussed earlier, the
shielding effectiveness for plane waves
is relatively easy to obtain if apertures
and penetrations of the shield are care-
Fully controlled. The shielding effective-
ness for low frequency electric (E) fields
is also easy to obtain, requiring only a
gcod conducting surface. Shieldi%g of -
low frequency magnetic fields (B and B)
is another question. To eliminate low
frequency magnetic fields requires very
high permeability materials and thick
walls. This is usually not practical.

The result is the coupling effects due to
the B and B fields dominate inside any
shielded enclosure.

Further Facts

Aimost Any Metal Envelope is
Very Good E Shield

Feir & 8hield

Poor B Shield

Bed B Shield
With a Good Shield,
2
a

Coupling Effects Dominate

There is a wide variety of geometri-
cal arrangements lor ''connecting to
ground." Here we identify several of the
accepted connection geometrins:

"Crow's Foot" or single-point --
PfEEh y the wisest choice in a
'"bleak'" situation, since it mini-
mizes coupling in the ground con-
nections proper.
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Fishbone -- the ilower level (high-
er sensitivity) circuits should
usually be at the "far end," where
"ground currents' are luwer.

Multipoint -- note the cpportunities
or ground loops and common impe-

dance Izcommon voltage rises.

Floating Grounds -- often employed
where a single point ground is im-
practical and where a multipoint
system could cause trouble. Here,
each subsystem case assumes its
own potential without ill effects,
provided that good isolation
(cogmon-mode rejection) is real-
ized.

Crow's Poot Pahbone Muni-Peint
{oingle Paint) {@reund-Bus Bingia Soint)

Many of these confipurations work
very well if the ground lead length is
short compared to the shortest wavelength
of the penetrating fields, insofar as
coupling energy into the system via the
ground leads. The multipoint ground also
provides for loop coupling. An addition-
al problem that can exist with the multi-
point ground is that each element of the
system is not tied to an equipotential
surface, that is, if the surface is the
enclosing structure, it may not be at a
single potential due to bad seams, etc.

All ground leads also exhibit an
impedance, usually inductive reactance,
which varies with frequency. This re-
stricts the use of the single point ground
as a reference ground, especially in
large enclosures where these ground leads
may be quite long. This would introduce
reference level voltage offsets between
various portions of the system. To elim-
inate these reference level voltage off-
sets, isolation of the signal circuits can
be utilized as shown by the now-conducting
transmission circuit or the balanced cir-
cuit (floating ground system).

In large facilities, since the
classical "s:ar'" or "crowsfoot' is “orf
practical for the reasons discussed, it
is often replaced by a '"TREE" system.

The "TREE" system is a combination of
Faraday shielled zones, each utilizing a
classical "star'" system ground, for sig-
nal reference and local hazard, with the
local Faraday shields grounded to the
main structure ground. These zone grounds
are for safety ground only and signal
grounds are iso%ated by tge zonal shield
connectious. These grounds may be ob-
tained by ground buses or directly to

the conducting siructure depending on the
facility geometry. Signal connections
between zones must utillze wired return
and not provide additional ground paths
between zonal shields.

Interior
. Zones
—
; y
5 E Entry
L o
Vault
* Building
Building Envelope Shied Ground

Circuit Considerations - Circuit Coupling

There are three predominant ways in
which EMP energy gets into circuits: (1)
B -dot doupling, (2) terminal injection,
and (3) direct injection. The effect of

coupling can be analyzed as equivalent
to distributed circuital voltage input.
Terminal injection appears as extraneous
voltage .or current pulses at the peripher-
al equipment terminals. Direct injection
results via a mutual coupling element,
such as a "multipoint common ground."

Circuit EMP can also be directly in-
duced by E-field coupling or by EM radi-
ation exposure (antenna effects), but
these are usually not important in en-
closed, well-shielded systems. One should
alsv distinguish those situations in
which EM or E-field coupling induces cur-
rents (or volitage) which subsequently
couple by B-dot or ccnduction effects
(internal zone conversion).
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Circuit Coupling

V; ) Protected

:1_ Blement

'r L
/ l— Circuit Ares 'A
Vi BA

Perhaps the single most significant
concept in curcuit considerations is to
recognize that the same fundamental rules
of coupling and response apply te both
large and small conducting circuits.

Thus, large cabling layouts and
small printed circuit packages are basic-
ally amenable to the same analytic ap-
proaches. Earlier we saw this to be the
case in B-dot coupling considerations.
Only the dominanc frequency tends to be
determined by circuit dimensions and
reactances. Further, the same types of
fixes apply to both large and small cir-
cuits, although the implementation of
these fixes may differ.

Control of EMP coupling due to the
B-dot mechanism can be achieved, in large
part, by control of the circuit layout.
The principle idea is to eliminate cou-
pling loops through a "TREE" wiring sys-
tem. The concept is to establish a
limited number of interconnection points
of compact and controlled geometry.

Circuit Control

Equipment

Power. Ground, aid
| ! Signal Cables

E‘}D“~D—g—a

Note 1. Total Area of Wiring
Loop4 in Both Sysiems
is Zeo in any Plane

2. Each Line Includes ANl
Electrical Connections
10 Equipment

Wiring to Reduce EMP Suscaptibility
“TREE' Wiring Syatem
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Circuit Configuration

It is necessary to provide communi-
cation between various systems and sub-
systems. Several approaches wera
introduced during the discussion of the
S{Scems aspects of EMP hardening. These
alternative approaches will be expanded
upon in this section.

One approach to reduce the protection
requirements of the cabling system, and
consequently the cost, 1s to configure the
sKstem tc utilize high signal levels in
the longer cable runs. Ogeration at high-
er signal levels results in increasing
the signal to noise (unwanted energy)
ratio. Since the system operates at hi%h-
er voltage levels, it implies the use o
inherently harder components. The impli-
cations with regard to circuit upset are
obvious.

High Oparating Levels

Pasition-Sensing Servo

=

OGe———

Component Distribution

Clusely related to operating level
is the distribution of components. A
simple example appears here. Since the
EMP coupling is primarily due to the cable,
the system utilizing the high signal level,
preamp at the sensor, will be inherently
hardest. Note too, that the choice re-
flects on the character of the terminal
circuits as well. In the preferred con-
figuration, the preamp outputs and moni-
tor inputs will tend to be '"harder' simply
because they must cperate at higher signal
levels 1n their owm operation.

Componesnt Distribution

13V, €
Monitor Pre Amp €

High-Level Cabla
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Another hardening technique is to go
to carrier frequencies. Many sensing and
control situations lend themselves to this
by relatively inexpensive terminal hard-
ware -- provided this choice is made soon
enough. Due to the added cost usually
assuciated with this approech, its use in
EMI has been limited. However, addition-
al criterion of EMP hardening could easily
tip the scales in favor of carriler systems,
rather than dc or low-level, self-gener-
ating circuits.

Carrier systems have the advantages
of permitting floacing balanced conductors,
narrow band-pass filtering, transformer
isolation, easier nullification, and much
more,

A Simpie Circuit Exampte

Cartier Systema

&y

Sensor

Narrow-Band
Fiter
Carnar
Generator

The carrier frequency chosen to im-
plement this approach should be well
above the highest frequencv of the inci-
dent EMP spectrum. This provides for the
use of high pass filters with good roll
off characteristics. Spurious responses
below the nominal cutoff frequency of the
filter must be carefully controlled.

Carrier systems, of a more sophisti-
cated nature, may employ dielectric wave-
guide operating in the microwave spectrum
or optical data links.

Generally, the EMP susceptibility of
a cable system is related more to the sen-
sitivities of the terminal elements and
circuits than to '"breakdown' or "burnout"
limits in the cable itself. This points
at once towards terminal protection and
we will sav much more about this, but a
circuit designer may be able to improve
matters by keeping EMP in mind when he
considers the terminal element design and
the circuit routing through the cable
system.

Cabling Design - Cable Types

In many cases, hard wire intersystem
connections are the only alternative due
to cost constraints, or the type of infor-
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mation to be transmitted. Therefore, it
is appropriate to discuss the various as-
pects of cable design.

When one examines the possible permu-
tations of cable component choices, it is
obvious that no detailed case-by-case
evaluation is possible. Rather, we can
point to certain preferable choices in
each category of component.

These can be broken up into two broad
categories: those aspects which influ-
ence the control of the effect of external
environment, and those which controi the
inner cable environment, circuit inter-
coupling, and so forth.

Cable Types

Outer jacket ! none. insulating

Quter conductor ¢! none. solid, braided,
wound strip

] Inner conductors: single coax or tvyin biax
sesparate circuit types
inner coaxs, twisted pairs,
multi-conductor

* inner shields ¢ none. braided. thin strip

insulated, non-insulated

Consider control of the effect of
the external environment, that is, the
reduction of the energy which diffuses
into the cable. This is accomplished by
providing an overall shield on the cable.
These shields may vary from a single lay-
er braid type covering, to a relatively
thick solid outer conductor.

“THe"OuUTER CONOU. rOll

sheath - wienaced
dugonal tat
110 Clowe
brasd
| intetlaced
p-uatiel ki
~ Gwrbec i M (e
k ° b
L s Comha ol
% . 8AD HBEITER

Transfer impedance was discussed
previously in the analysis section, but,
for completeness, we will consider it
again in context of cable design.




If the wires of an unshielded bundle
also interweave, then the '"surface cur-
rent" due to EMF exposure gets transferred
inside and all of the circuits share in
its pickuY. A braided shield also behaves
somewhat like this. Besides having holes
for field leakage, the braid wires trans-
pose. The wire-to-wire contact is not
very effective and much of the surface
current gets inside, to radiate into the
internal cable zomne.

_, As an example, an RG-8/U cable has a
10 © current transfer ratio or transfer
impedance, for sub-nicrosecond pulses.
Thus, at the end of & 50 meter length ex-
posed to a field pulse which induces 10%+3
amp3s peak current, there will be about a
50 volt signal on the inside.

Braid Transparency

1000 Amps

B0 Volts

e

R R Y
\\\ \ R

Use of a solid outer conductor re-
sults in a much lower value of transfer
impedance at the higher frequencies (above
approximately 1 MHz). This would result
in much lower coupling to the interior
cables (wires). The thickness of this
outer conductor, however, is very impor-
tant at the low frequencies. The outer
conductor must be several skin depths
thick at the frequency of interest to
achieve 60-80 dB of shielding effective-
ness. This can be accomplished by a choic
of an outer conductor permeability and
thickness.

Why is the "Exterior” important ?

—

"
2
N

"Thick" “Thin®
Conductor Conductor
3 -—I—a
He kg
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For buried systems, a technique
which is often desirable is to use a
conducting asghalt as the outer protective
jacket over the shield. This conducting
jacket helps to prevent build-up of the
current wave. Energy induced away from
the terminal end of the cable is damped
in this manner.

Here is an additional illustration
of "good-bad'" choices from the EMP stand-
point. Like normal enclosure shielding,
the thickness is not very critical. One
finds that the emphasis is rather on
shielding "tightness.'" Again, we want no
"cracks" if at all possible.

One form of '"nontightness" is that
represented by a spiral-wound strip --
even the double-layer variety. The trouble
here is that each tura is actually a turn
in a loosely coupled continuous mutual
inductance. The contact resistance along
the overlaps is too high to avoid some
voltage buildup per turn. This type of
shield acts as a relatively good coupler
between external environment and internal
wlres.

Quter Shisld Conatruction

Y ) AW
N N R
So' d Metal Wire Stnip Laid Double Braid
Reat Lengthwise | Flat Strip un Risa and
{Can 8e Too Yhin) Ciloss Wire Qveriaid
Better Guod

None

l \
lﬁ I
Spiral Wound Strip 9:ngle. Open

Poor Wire Braid
Fair

Conduit, when properiy installed by
threaded connection or welded joints, be-
haves very much like an additional soiid-
metal outer conductor. When needed for
other reasons, such as blast resistance
or code requirements, it is inexpensive
in terms of added EMP cost.

These problems can be compounded by
loose material specifications, poor qual-
ity control, and lax acceptance criteria.
Often, cables are delivered with the out-
er shield badly oxidized or even corroded.
If the construction of the shield is such
tanat good shielding depends on good in-
ternal contact, it will not be acceptable.

In most cases, the outer conductor
(shield) is covered by an outer protective
jacket. Lead sheathing or neoprene jackets
seem to provide cable lifetimes that are

- ‘.h'-d
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commensurate with normal system life.
There is some evidence that the insulated
outer jackeu reduced the coupling for
cables in direct field exposure, as com-
pared with no insulation. The conductive
outer jacket, as mentioned previously,
can provide propagation damping for con-
ducted components of current induced from
a distant point. From a cost standpoint,
neoprene is the favored approach.

Another way of achieving the propa-
gation damping effect, which has been used
in some nuclear test programs, is to use
conducting baffles. The idea is to radi-
cally change the impedance of a cable over
a ground plane resulting in reflecting
the energy at the impedance discontinuity.
An example of this effect is the entry
way for electric power where the over-
head transmission line (wire over a ground
plane) enters a facility via conduit, the
transition being made at the power pole.
The impedance discontinuity reflects an
appreciable amount of energy.

Coupling of the propagating energy
into a lossy material can also be used as
a means of propagating damping. This has
been implemented in the form of ferrite
beads or cyvlinders around the outer con-
ductor or, in some cases, single wires
(either electrical or mechanical use). It
essentially provides a lossy filter.

Termination of
the Outer Conductor

To preserve the protection provided
by a good cable shield, it must be proper-
ly terminated at the entry into a shielded
enclosure or equipment cabin2t. ~Past, and
in many cases present, practice is to pro-
vine the shield connection via one or more
pins of a multiconductor connector. The
reason for this wae, in many instances,
the connectur shell was nonconducting.
Most connectors are made c¢f aluminum
which, in many cases, was annodized for
corrosion protection. The effect is to
insert an inductancz in series with the
outer conductor which produces a series
vrltage drop and couples capacitively to
the other conductors. On a transfer im-
pedance basis, this type of termination
will exhibit a transfer impedance ranging
from 50 m to 10 - over the frequency
range of 0.1 MHz co 25 MHz.
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Cable Terminal Treatment

Ground
‘‘Grid Pin’’
Pikac

The Way it's Often Done

e

Pins -(/'/( L

Equivalent Circuit

The cable shield (outer conductor)
should make good peripheral contact to
the connector shell, and hence, the shell
to equipment enclosure to eliminate this
problem. Providing a pressure fit be-
tween the connector shell and mating the
connector to the enclosure via the appro-
priate bulkhead connector, the transfer
impedance was reduced to 5 mQ at 0.1 MHz,
70 mQ at 25 MHz, and 300 m@ at 100 MH=z.
For comparison purposes, the cable nor-
mally used with the connector tested has
a transfer impedance of 11.4 mQ to >1.0 Q
over the frequency range of 0.1 MHz to
100 MHz.

PLUGS AND SOCKETS

Peripheral
Solder Or
Pressure Fir
To Cable
Sheld
N Pericheral
Pressure
Equivalent Circuit: Connector 3
— Lircuts -
£nvironmartal ;
Coupling
"Akomingbie’ ‘Passable’ ‘Best’
The Ground Contact Plug RAing Contoct Solid Shield And Welg

This indicates that peripheral bond-
ing is the hest solutior. Solde:ing or
welding the outer shield directly to the
enclosure wall would furcther reduce the
connector transfer impedance. This is
only cost effective and worthwhile for
cables with better shielding effective-
ness than the previous case.
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As we hinted before, when properly
installed, conduit is easily the best
"outer shield" for cable systems. The
principal problems arise at segment con-
tacts, of course, Again, cleanliness and
careful assembly are essential. Rusted
and corroded threads and bushings will
introduce series impedances along the
conduit's length. Welded joints are besc,
but expensive.

Welding is almost the only dependable
way to deal with the conduit terminals,
Normal clamp rings make contact at only a
few points, at best. All too often, there
are so.ie loose ones left behind. The con-
duit ends are particularly sensitive sys-
tem points, because here the exterior
tranemission impedance changes. Pulse
currents flowing on the outer surface must
be redistributed onto the equipment chield.

If relative movement between exter-
ior conduits and shielded buildings are
expected (due to shocks or earth move-
ment), the use of bellows, convoluted
sections, or multiple knitted socks should
be considered.

Internal Conductors

There are two basic cable construc-
tions which are of interest: (1) the co-
xial cable, and (2) the multiconductor

paired cables. Coaxial cables use the
shield (outer conductor) as the signal
return. Pickup of extraneous signals is
primarily due to the transfer impedance
mechanism for well constructed cables.
Cable eccentricity can also result in
coupling of magnetic fields but is less
prominent. Good coaxial cable design,
from an EMP coupling viewpoint, is pri-
marily an effective shield design. As
discussed in the previous subsection. the
best shielding effectiveness can be ob-
tdined with a solid outer conductor. If
cable flexibility is required, double
braided shields can provide satisfactory
performance if properly designed.

For medium-level sensors and medium-
bandwidth circuits, adherence to zoning
and circuit reference criteria may suffice
internally. This dictates provision of
separate return reference wires (independ-
ent 2-wire circuits) which are fabricated
as a twisted and shielded pair. Braided
shielding is often sufficient here. Broad-
ly, these practices are generally comuen-
surate with requirements for intercircuit
isolation ("cross-talk").

The single reference connection bond
is not as desirable as a continuous metal
backshz1ll connerctor which grounds the
cable shield to the subsystem shield with-
out introducing<-apertures or high-impedance
connections.
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Twisting and Shieiding

As indicated before, if a system
lends itself to carrier techniques, then
we can gain 30-40 dB in protection value
by using balanced cable circuits with
terminal isolation transformers. Converse-
ly, the requirement on the built-in cable
shielding may be that much less severe.

The advantage of the "carrier" ap-
proach resides in the ease cf obtaining
balanced isolation transformers that op-
erate over a '"'limited bandwidth.' Extra
filtering may also be required to assure
that the bandwidth is restricted to the
"limited bandwidth" of the transformer.

8alenced Iaolation

AA,
VA

Multi-layered shields is a good ap-
proach for semsitive circuits. However,
if the shields are not properly terminated,
the coupled energy will reflect from the
terminal ends of the cable, resulting in
additional penetration of the cable. Two
approaches are shown: (1) terminating
the inner shield in dissipative loads,
and (2) isolation of the shields. To de-
cide the means of terminating the shields,
it is good practice to consider the multi-
laver shields and common-mude circuits as
independent transmission lines and termi-
nate them accordingly.
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As discussed in Section IV, the low-
est energy coupling is achieved for a non-
carrier gystem by the shielded twisted
pair. 1If care is excercised during cable
construction, good common-mode and dif-
ferential mode protection can be achieved.

-
N 1

Some "comnections," such as power

.
supply and control circuits, must be dc

cr non-carrier ac. If these can be
tfeated by means of terminal filters and
by high-level operation, then (together
with carrier signal techniques) the EMP
requirement on the total cable package
can be a minimal ona.

Protective Devices and Techniques

The discussion to this point has
been concerned with system protection by
keeping the energy out of che system; that
is, through the techniques of reducing
the coupling and shielding. These ap-
proaches are neczssary for hardening a
system; however, they only reduce the
amount of energy entering the system.
Completely eliminating coupling to or
ultimate shielding of a system is not
viablsa,

The result is that some energy will
enter the system which may effect the
performance ¢f the system. The use of
pretective devices at the equipment teimi-
nais is another means of hardening at the
suvsystem/circuit level.

Protective devices ave used to divert
or dissipate the undesired electrical
surge energy. An erfirient protection
element bhas a performance charactaristic
which is inversely proportional to the
susceptitility of the hardwsre or function
which it is intended to protect.

The Basic Prorction Element Concept
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The protective devices fall into two
major categories: (1) arplitude limiting
devices which clamp the vcltage or current
to the desired level, and (2) spectral
limiting devices which remove energy in
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certain frequency bands. These approaches
may be used singularly or in combination
(hybrid devices) depending on the system
and/or protection requirements. The idea
is to pass only those signals, in terms

of amplitude or frequency, that are re-
quired for normal operation of the cir-
cuit.

Clrguit !solston
e
e [ N—— e ei--—~}o .
In Out ‘Box’ In Out
) [3. S le -——te ]
— -
-——— —
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e - .. Desired
— —o Signal
R e —
Pass On On'y Wi 'u¢'s Naeded.
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Spectral Limiting Levices

These devices are utilized tc sup-
press certain frequency compcnents of the
EMP induced signal. In considering spec-
tral limiting cevices, the waveform of
the induced signal must be considered.
Normally, the induced EMP signal will ap-
pear as a damped sinusoid whose dominant
frequency is determined by the point of
entrv and the characteristics of the
coupling path (Section 1IV).

Included among spectral liriting de-
vices are capacitors, inductors, ferrite
teads, transformers, bhifilar <hckes, and
comhinations of R-L-C type filters. Spec-
trel Timiting devices can serve two basic
purpos=s in regard to EMP suppression:

{1) they ca: surpress spurious frequencies,
and (2) they can reduce the wavefront
slope which wcialé allaw ¢ slow spark gap
to respoad. One factor wvhich must te con-
sidered in using spectral llmiting de-
vices is ‘they ornly suporess frequencies
outside their pass band and thus provide
little or no protection if the EMP in-
duced signal falls within that frequency
range.

Capacitors

Capacitors are often used to bypass
the switching transients and lightning
surges on power lines. The "line™ appcars
as a 50 to 600 @ surge impedance, and if
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bypassed by an ideal capacitor, the spike
is integrated.

In practice, this will not work for
early-time EMP induced signals because
capacitors have series impedance R and L
which are significant EMP-wise for the
first 100 nanoseconds.

3 ies of Filter Resp:
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Capacitors are Often Used to
Buppreas Power Line Switching Transients

This shows test results for the cir-
cuit just considered. WNote that & 30-30
nanosecond spike is passed by the "filter"
and that lcad dAressing affects the response
downstream of the capacitor at late-times.

A Generator ‘nto
50 1 Loud

B 50 {I load By-Passed
by fd with Typinal
Lead Dressing

¢ 50 {l Load By-Pasued
by tufd with Very
Short Lesd Dressing

Scale 1 unit = 10 nanoseconds

Although capacitors do not provide
the required protection alone, they are
still very useful to eliminate 'noise"
caused by surge arrester switching on the
leads exiting entry vaults or enclosures.
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Inductive Devices

Two inductive devices;ere pa ticu-
larly useful in common-mode suppression,
as may be required on cable connections
between equipment in two different EM
zones. Both are extensively used in elec-
tronic instrumentation.

In a bifilar choke, the push-pull

or desired circuit paths carri®ed by the
multiconductor cable are only weakly
coupled to the core, whereas the common-
mode carried by the whole bundle is strong-
ly coupled. Hence, the common-mode 1is
strongly discriminated against. The re-
guired series inductance dz2pends on the

esired attenuation and on the predomi-
nant frequency content.

The balanced mode transformer simi-
larly discriminates against common-mode

energy, but is limited to ac/HF appli-
cation.

Passive Devices - Inductive

Multi-Conductor Cable

H.F. Toroid Ferrite

LY
The Blifiler Choke The Maoda-Isolating

Transformer _

Ferrite beads can also be used to
suppress unwanted energy. These are
ferrite torovids or cylinders slipped on
individual wires. These devices are
dissipative and nonlinear. The nonlinear
properties-vary with frequency. Ferrite
beads suppress frequencies above 1 MHz
whereas ferritce chokes may be used at fre-
quencies as low as 20 kHz with special
design. One disadvantage of these devices
is that due to dec currents, they saturate
quite easily. Saturation can occur in
particular types for currents as low as
ten (10) milliamperes.
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Filters

The most common passive, lumped-ele-
ment device is the terminal filter. It
is basically a black-box with input and
output connections for insertion into an
otherwise continuous two-wire circuit.
Its insertion loss is chosen for minimum
attenuation in the frequency dcmain of
normal circuit operation and maxi{mum at-
tenuation in the domain of maxirum 'noise’
(i.e., induced EMP signal) content.

The intercepted energy has to be
diverted or absorbed. It may be reflected
back into the input system, increasing
the EMP level there. A better alternative
would be to dissipate the energy as heat
in an internal fiit.~ resistance. This
impiies a preference for "lussy'" filters.

The effectiveness of the filter also
depends on the out-of-band responses of
the filter. Since the EMP induced enevgy
contains a wide spectrum of frequencies,
even the damped sinusoid, the filter must
rot have any spurious responses over the
interfering signal spectrum. Further, if
filters alone are used, the components
used in the filter must be zapable of with-
stendlng the induced voltages and currents
without failure.

R L

O—ANA—-1 Vo
. I _JL. ‘ER ‘-
TC ,-[C ;b lo
o " Low Pass
Vo
‘D
‘:R ho

High Pass

Here is a typical working example of
a filter analysis for a very severe ex-
posure situation. One might experience
something as bad as this for a completely
"naked" megawatt level power line. The
figure shows the effect of a simple,
three-element filter for various design
parameters,

Note the logarithmic scale compres-
sion. Obviously, the linearized pulse
will be much "more peaked' in appearance.
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It should be noted that the lower
the cutoff frequency of a low pass filter,
the more the slope of the wavefront is
reduced.

Another example shows the rejection
for a typical low pass filter. Shown at
the left is a typical power-line EMP
surge. Assuming the filter cuts cff at
about 15,000 Hz, it can pass about 1/5 of
the applied energy for certain expected
applied waveshapes.
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Other Fiiter Responses
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Amplitude Limiting Devices

Amplitude limiting devices are usual-
ly nonlinear in nature. Included among
these devices are spark gaps, gas and semi-
conductor diodes, soft limiters such as
thyrites and varistors, and mechanical or
thermal devices such as fuses, circuit
breakers, and relays.

Types of Non-linear Devices

Spark gaps

Gas diodes ( cold, hot)
Zener diodes

Silicon diodes (w/bias)
Thyrite (sic)

Fast relays

Hybrids

& # * ¥ & % »

# Crowbar circuits

Noulinear devices can cause some
problems, We already indicated under the
heading '"Filters' that the EMP energy has
to go somewhere. This remains true for
active elements as well. Furthermore,
the switching operation itself can be a
source of unwanted EM energy (e.g., RFI)
interfering with sensitive downstream
components. This is particularly true if
the associated circuits contain signifi-
cant EM energy in normal operation. When
the device switches, it must inevitably
cause some change in effective circuit
impedance and hence in ovperative current
distribution.
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In addition, the switching function
may generate a spurious pulse in the cir-
cuit itself. This is particularly possi-
ble if the switching occurs on a time
scale short compared to that of the normal
operational signals in the system, e.g.,
on the fast-rise "front" of an induced
EMP signal. This is one of the strongest
reasons for using "hybrid" (i.e., limiter/
filter combtination) lumped elements.

Consequences of Nonlinear Oparation

®
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2
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Spark Gaps and Gas Diodes

A spark gap is a voltage-threshold
switch with two or more electrodes sepa-
rated by a dielectric gas. Spark gaps
depend on initiating conductive breakdown
in a gas. When this breakdown occurs,
the device switches from a very low to a
very high conduction state.

Spark gap type devices have the ad-
vantages of being bipolar in operation
and can handle extremely large currents
(thousand of amperes). They are avail-
able with static initiation voltages of
60 to 30,000 volts. The initiation volt-
age depends on the gas medium, gap spacing
and gas pressure. Arc initiation requires
some free electrons and, therefore, there
is a minimum for a given gas. The lower
voltage devices often use radioactive
dopirg to increase the number of free
electrons and thus lower the initiation
voltage.

Since these devices require mobili-
zation of the free electrons under the
influence of the applied field and gener-
ation of secondary electrons due to colli-
sions, it takes a finite time for the arc
to occur, Because of this time delay,
these devices will fire at the static
breakdown voltage for slowly rising pulses,
but require higher voltages for rapidly
rising pulses. This impulse ratio may be
anywhere from a few percent of the static
voltage to several times the static volt-



age depending on the steepness of the
wavefront slope. For example, a 500 volt
gap may have an impulse voltage of 9500
volts for a pulse having a rate-of-rise
of 5 kV/ns.

Spark Gaps and Gas Diodes

V.ppll.d - " Vout

o—

AN

v v out v out
Spark Gap Gas Diode

applied

The extinguishing potential must al-
so be considered for spark gap type de-
vices. The voltage at which the device
extinguishes is a function of the current
through the gap; the higher the current,
the lower the extinguishing voltage. This
can be a serious problem in dc circuits
where the follow current from the source
is sufficient to keep the gap ionized.

In ac circuits, the gap will extinguish
as the signal passes through zeroc. Spe-
cial arresters (expulsive arresters) use
magnetic fields or gas emissions to ex-
tinguish the arc. Resistance in series
with the gap (fixed resistors or varis-
tors) can be used to limit the surge
current, but this results in higher term-
inal voltage.

The operation of a typical gap ar-
restor for a damped sinusoid exciting
voltage is shown. The total energy
passed is indicated by the shaded area.
It should be noted that if the signal
amplitude is insufficient to ignite the
gap, more energy can be passed to the
protected circuit.

Impulse

__ __ &~ \gnition

Voltage

Zener and Silicon Diodes

These are generally smaller, lower
power devices. They operate effectively
in the voltage-current range of solid
state circuitry, so that they are exten-
sively used for such circuit protection.
They are voltage-limiting in action
(rather than voltage-reducing). Silicon
diodes "clip" more effectively -- their
"plateau" is flatter. Theilr operating
voltage is generally low -- a few volts --
and the introduction of "hold-off" bias
can be an inconvenience. They are gen-
erally high-capacity devices, so that
there arc limits as to the circuit fre-
quency tange of applicability. Also, the
semiconnuetor devices have definite limits
on the jou.: energy handling capability
(i.e., the protective elements may have
low ''damage' thresholds).

In general, these devices do not
exhibit a turn~up (impulse) voltage char-
acteristic. The p-n junctions in these
devices will react sufficiently fast to
limit transients even with nanosecond
rise times. Caution must be exercised
in the application of these devices
since if very short lead lengths (less
than 1/2 inch) are not utilized, the in-
ductance associated with the leads can
result in a voltage drop far in excess
of the normal junction voltage.

Semiconductor limiters (diodes) are
unipolar devices. The limiting is us-
ually provided by the reverse voltage
breakdown characteristic. When break-
down occurs, large currents can result
causing a possible failure of the semi-
conductor if care is not exercised. Zener
diodes which are often used for this pur-
gose range in clamping voltage from about

to 200 volts. Current handling capa-
bility may range as high as a few hundred
amperes. For very short (100 of nano-
second to microsecond) pulses.

Extinguishing of these devices is
no problem since there are no residual
electrons to be swept as in the case of
spark gap type devices.

Zenar and Silicon Diodes

VWA~
’

—— D @

(1t) (:IF - - —— Qptional

Hold-Off Bins
V.ppllod vout vou\
{Zener) (8ilicon Dioda)
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The response of a zener diode limit-
ing circuit to a damped sinusoid incident
signal shows the hard limiting features
of such a device. The case shown is the
same incident signal as that shown pre-
viously for the spark gap arrester.

Limiting
# Threshold

Varistors

A varistor is sometimes referred to
as a '"'soft" limiter. It is a bulk semi-
conductor material whose resistance is
varied with the magnitude, but not polar-
ity, of the voltage applied to it. The
voltage/current curve is nonlinear but
never negative. Therefore, the voltage
drop across the device always increases.

There are two basic types of varis-
tors available: (1) the silicon carbide
(SIC) type, and (2) the metal oxide varis-
tor (MOVE. For very low values of current
(less than approximately one microampere)
the device acts as a linear resistor with
a resistance of hundreds of megohms. At
higher values of current, the voltage
current relationship is nonlinear and is
given by:

I = &KV

For silicon carbide varistors «
ranges between 2 and 7, whereas for metal
oxide types an a = -25 {s typical.
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MOV's are available with clamping
thresholds of 40 to 1500 volts, response
time in the nanosecond regime, and peak
energy handling capability of up to 160
joules. SIC's have considerably higher
peak energy handling capability, 270,000
Joules, and clamping thresholds of 15 to
10,000 volts.

Since these devices are nonlinear
resistors, care must be exercised in
their application. 1If they are applied
to circuits where normal voltage swings
cause a resistance change, the device
can generate harmonic and intermodulation
type interference which may be objection-
able. This could be a problem in RF
transmitter output circuits or in power
circuits.

Exemple of EMP OK but not System OK

- 5 Thyrite
HE o
Tranemitte |
(S

Withaut Surgs
Arrestor
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)
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Hybrids

A hybrid circuit, that is, one em-
Ploying a combination of amplitude and
spectral limiting devices, is one of the
more favored approaches for terminal pro-
tection.
amplitude limiting device cun be employe
to shunt the bulk of the current. The
filter (low pass) following the gap re-
flects the high frequency energy in the
spike resulting in a slowed rate of rise
of the wavefront. It also reflects the
high frequency noise associated with gap
firing. If the pulse out of the filter
is still too large, a second, low energy
arrester such as a zener diode can be
used since the energy in the pulse hac

been reduced to safe levels for the zener.

The series impedance preceding the
surge arrester is a necessary component
to assure appropriate limiting; in some
cases, the surge impedance 6f the trans-
mission line can suffice.

— 1 1
N

V applied

V output

Electromechanical
and Thermal Devices

Fast relays, circuit b:cakers, and
fuses have response times that typically
are on the order of one (1) to several
milliseconds, Their principal value lies
in interrupting circuit operation as a
result of the current "dumping' of the
faster protective devices (arresters).
This circuit interruption feature limits
the energy which must be dissipated in
faster devices and the relays may also
be vsed to initiate restoration to nor-
mality from a breakdown condition.

A spark gap or other high energy
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Crowbar Circuits

In these systems, a high-power rat-
ing device is operated by a subsidiary
sensing/trigger circuit. Thyratrons, ig-
nitrons, spark gaps have been used for
the "crowbar." Sensing can come from the
circuit itself, from a 'threat" sensor,
or from an auxiliary breakdown device
(e.g., corona optical sensor).

Crowbar circuits are often used to
activate the normal system protection
interlocks, For example, EMP could "fire"
a spark gap or cause an arc-over in the
transmitter output. This arc, if not
extinguished, could cause excessive plate
dissipation in the output tubes. 1In this
case, a thyratron can be ''fixed" across
the transmitter dc supply to activate the
circuit breakers. The thyratron is acti-
vated by a corona-sensing photocell near
the spark gap ox better yet by an imped-
arice sensing circuit.

Crowbar Circuits




Device Construction and Lnstallation

The construction and installation of
a protective device is often as critical
as its design. If we think of a filter
as a controlled RF barrier, then it is
clear that its input and output must be
electrically isolated from one another.
A good filter (or other device) is us-
ually constructed in threz separate elec-
tromagnetic sections, as shown here.

Most frequently, filters and limiters

operate "against ground;" that is, the
"return' side of the protective element
i3 well bonded internally to the filter
case, Good filter design and adjustment
takes into account whatever mutual cou-
pling may exist between input and output
within the central component compartment.
This convention comes from the customary
circuit practice of using ''case" as the
reference node in small and medium size
system elements, both for single-ended
and balanced systems.

Davice Construction

Device Cormpartment

Output

Comparitmant HE
- !

Caod

Obviously, the same care in iso-
lation is called for in installation;
tuch of the device's value is lost if
the output side can electrically 'see"
the input side. In the "right way,"
the filter case must make a tight peri-
pheral contact so there is no "hairline"
aperture and so the common reference
impedance is nearly zero. This is also
important if one is tc obtain the bene-

fits of the designer's and manufacturer's

ratings.

I e it . e T T ISP
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Duevice Installation

Good Paripheral
Bond Contacte

No! You!

The most serious defect in commer-
cial protection devices is the penchent
for using "pigtail' type connections be-
tween terminals and the protection ele-
ment itself. These generally present at
least as high an impedance to an "EMP"
as does the circuit itself.

Many of these devices are useful
for EMP protection if they use low-in-
ductance bond straps and adequate con-
nection contact areas -- especially to
the case (or "common reference') side.
In most cases, the signal circuit should
be taken through the box; the protective
device should not simply be shunted at
a single terminal point.

Aciive or Non--Linesr Devices

mput Plug
|
Outs ut Tarmunals Jh /Bnml Straps l .
- IR Ay
nto K|ystem . \.___‘\,lig, ---L‘-..,,_i\\\hi
/ Protective
YES 11 p swekied Devices

Flavge
Proper W-vJ v

Fot Hookup

NO 111
Impropar
Hoakup

In some installations, particular
care has been taken to isolate such en-
trance protective devices. This is the
origin of the "EMP Room,' sometimes
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ostentatiously displayed as the ''solution
to EMP."” 1In older, '"unprotected'" systems,
one finds similar entrance spaces, simply
labeled ''cable termination vault."”

When properly ocutfitted, these in-
stallations have value in decoupling the
exterior from the interior environment
and in reducing the secondary effects of
nonlinear operation of the protective de-
vices themselves,

When an EMP entry vault is utilized,
it should be large enough to house all
the necessary terminal protective devices
(filters and arresters). Further, the
output leads from the terminal protective
devices should be isolated (filtered) as
they enter the shielded einclosure by means
of feed through capacitors.

Circumvention Techniques

Previous paragraphs in this section
have discussed a variety of approaches
for reducing the amplitude or frequency
spectrum of EMP induced waveforms. Through
proper design, these approaches can reduce
these induced iransients to a level suf-
ficiently low to prevent damage even o
very sensitive components. However, in
many cases, further reduction of the level
cf these transients to prevent circuit up-
set is neithar cost effective or practical.
Thevrefora, it is often necessary to find
alternative anproaches to circumvent the
problem.

Circumvention approaches can be im-
plemented either through hardware or soft-
ware protection schemes. The hardware ap-
proaches can generally be categorized as
either threat specific, or non-threat spe-
cific. The software approaches are gener-
ally non-threat specific. It must be
remembered that these approacnes are usuai-

ly redundant to damage protection approaches

since the susceptibility of most components
is only slightly different if they are
biased or rot.
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System Constraints

If we ""gate down' a system in real
time, there is at once an implication
that the operational sequence execution
would taske place on a comparatle time-
scale and with appropriate bandwidth.
Only the more moderu and sophisticated
systems have such capabilities (i.e., 10
usec stepping *ime). Such systems, how-
ever, are also open to a number of pro-
tection response options. For instance,
the system response can be programmed to
depend on where in the sequence the threat
appears. It can overlook the threat if
it is in a relatively invulnerable mode.
It can stop and restart from some pre-
viously determined early stage or cancel
a number of previous commands. It can
similarly pause or hold, test for status
validity, and start up again.

Older, or more primitive svstems,
generally canrot be desensitized "in
time." Usually one must assume error or
interruption, when a threshold field is
reached, and simply restart the sequence.
(this presumes that the system is hard
enough to avoid permanent damage). In
some cases, one may have the option of
programming a separate sequence validity
test which can negate or enable the
mission sequence at some later stage.

Non-Threat-Specific Schemes

Duty-cycle schemes are generally
permissible when the exact threat response
time is not critical. 1If a particular
system step requires 1l usec to aexecute,
but may be done anytime within 10 msec,
then one may gain a reduction factor of
100 in threat coincidence probability by
suitable cycle suppression.

Both random and synchronous schemes
have been considered. The synchronous
scheme lends itself to certain forms of
bandwidth reduction as well., A variety
of gating and switching techniques can
be appliec for disabling circuit inputs
during the "off" periods. Redundant
message transfer is another alternative.

' Non-Threat Speciiic Schemaes

siep atep step step step

T3 728 723 124 T2S
step Sengitive
724 interval

Random Duty Cvele 8ync. Duty Cycle




Threat-Specific Schemes

An active nuclear threat may be
sensed in a number of ways. Let's con-
fine attention to "prompt-spike detection.”
The basic reason that this works for EMP
is the waveform peak inside a system is
generally much broader and, hence, later
than outside. 1In principle, one can use
the exterior-senses signal to "gate dowm'
the execution sequence before the internal
invi{onment reaches error or interruption

evels.

The biggest problem with this scheme
lies in "false triggers.” Experience in-
dicates that it is almost essential to
ccuple two different prompt sensors in
ccincidence in order to avoid almost con-
tinuous system inhibition due to nou-
nuclear noise. By "different,' we really
mean different in nature, such as an EMP
antenna and a photoelectric unit.
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Coding Techniques

Another approach to keeping unwanted
energy out cf sensitive circuits is to
amploy coding. A system wvhich utilizes
coded signals is far less likely to accept
en EMP induced signal as correct infor-
mation and respond to the interfering
signal.

As stated previously, an EMP induced
signal will normally appear as a damped
ringing signal whose dominant frequency
is system dependent., This signal, when
processed by the system's, may appear as
a series of positive, negative, or alter-
nating pulses, etc.

The codin% used for the desired sig-
nal must be sufficiently different from
the EMP induced transient sc it is not
recognized by the system. Therefore, the
coding must be of a different frequency,
different polarity, different pulse groups,
etc. Since this is highly system depend-
ent, the system must be analyzed to deter-
mine whether coding is practical and, if

it is, what code should be utilized.

6-36

SR TP N U S S |

Software Approaches

Circumvention can also be achieved
in systems employing computer control
through the system software. These pro-
gramming approaches are usually based on
error sensing and correcticn schemes, or
through EMP event sensing as discussed
previously.

The error sensing/correction schemes
are usually based on a comparison of
predicted data (allowable excursions/
changes from one data sample to the next)
versus the data collected from the sys-
tems sensors. If the collected data are
outside of the prescribed bounds, the
data are rejected. This type of scheme
reguires that the software program pro-
vides for a storing of at least the pre-
vious data sample. If the current sample
is determinnd to be in error, it is re-
jected and the system "holds' on the
previous data sample until the next data
sample is received.

The use of threat sensing can work
in much the same way. The system program
in this scheme is also required to have
a "store" and "hold" instruction in the
program. 1f an EMP (or other transient)
is detected, it is assumed that the data
received during the time the transient
occurs is in error and the system holds
on the last correct data sample until
new data is received.

Software programming of this type
can te very effective in terms of harden-
ing a system against circuit upset. It
must be recognized that the computer mem-
ories (both volatile and nonvolatile)
must be hardened against upset. This
must be accomplished through the techniques
already discussed elsewhere in this chap-
ter. Among these techniques are shield-
ing, terminal protection, and coding.
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SECTION VII
EMP SIMULATION, INSTRUMENTATION AND TESTING

7.1 INTRODUCTION

EMP hardness tecting and protaction
verification necessitates use of experi-
mental and analytical techniques for
determinini the response of systems, sub-
systems, circuits, and components to an
electromagnetic wave.

Determining the response of a system,
or 8 portion of a system, to an EMP is
complicated by the geometry of the system
and oftentimes poorly defined boundary
conditions, that is, knowing the electri-
cal properties of the various system
components over the broad range of fre-
quencies associated with the EMP. Thus,
solving the problem of IMP effects on
systems often requires experiments to de-
termine system response., This experimen-
tal effort involves the use of transient
sources, field illuminators, time domain
instrumentation, and electromagnetic
measurements and is the subject of this
section.

Hardness testing or protection veri-
fication can bLe performed both in the
laboratory and in the field. It can be
performed on complete systems or portions
of systems. EMP testing should be based
upon sound physical laws, and the results
should be rationalized in terms of those
laws. Similarly, analysis should be com-
patible with the physical laws, and the
results should be capable of experimental
verification.

The analytical capability for EMP
coupling is good provided the system can
be adequately defined electromagnetically.
Too often the simplifying assumptions
which must be made to achieve an analyti-
cal solution do not account tor subtle
coupling modes which may be significant
contributors to the system respounse.
Testing can determine coupling and sus-
ceptibility for complex systems which
cannot be rigorously analyzed.

Therefore, testing 1s essential for:

1. Verification of Analysis. The
measurement of cable currents,
voltages, and fields can verify
analytical calculations vf coupling
modes, shielding effectiveness,
and system response.

2. Extending Analysis. Testing can
provide ﬁata on coupling, damage

7-1

e - a A . 8

*

and upset thresholds, shielding ef-
fectiveness, coupling transfer
functions, etc. The acquisition of
experimental data can be a basis for
inproved analytical efforts.

3. Identify Weaknesses. Testing can
quickly Tocate weak or susceptible
oints in the system that often can
e hardened with simple, inexpensive
modifications. The early location
of critical weaknesses is very im-
portant for efficient EMP hardening
design,

4, Verification of Protection. Testing
can be used to verify that protective
devices or techniques (filters,

sur%e arresters, shielding, etc.)

perform as required. This testing

can often be performed at component
and subsystem levels.

5. Certification and %ualitz Assurance.
ardness certitication tests o
the complete system increases the
confidence that the system is hard.
Component and subsystem tests can
certify the design concepts. More
often, tests will show margins or
level of hardness. Repeat tests at
all system levels can be used to
assure the system or systems remain
EMP hard even after modifications.

6. Life Cycle Hardness Assurance. Peri-
odic testing can ensure that system
hardness is not degraded due to en-
vironmental factors, modifications,
recrofit, etc.

, WHAT CAN BE THE QUTCOME OF TESTING?

! * CONFIRM AND ASSIST ANALYSIS
* IDENTIFY WEAKNESSES

* VERIFY PROTECTIVE MEASURES i
* CERTIFICATION AND QUALITY ASSURANCE

i * LIFE CYCLE HARDNESS ASSURANCE i
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7.2 HARDNESS TESTING APPROACHES

The test philosophy and approach
adopted are dependent on many factors,
some of which are:

1. Threat Scenario. The threat scena-
rio, 1.e., the range of weapon type
and yields are likely targeting in-
formation, the electromagretic en-
vironment criteria, or the test
criteria in the case of subsystems
and equipments, provides the neces-
sary information to determine the
environment criteria to be simulated
and assists in the selection of an
appropriate simulator facility or
approach.

2. Test Objectives. A complete defini-
tion of the purpose of the test,
i.e., component damage factor, diag-
nostic information for design sup-
port, hardness evaluation, system/
subsystem/equipment compliance to
specifications or system certifica-
tion, etc., is also required.

3. System Description. A complete
description of the system is neces-
sary to establish a meaningful test
program. Information required in-
cludes a complete physical descrip-
tion (size and configuration),
operational modes, system mission,
detailed technical characteristics,
subsystem/equipment criticality
matrix to ac. ‘eve the mission, etc.

4. Test Facilities. A knowledge of
test facilities, both laboratory
and field, is essential in estab-
lishing a test program. The avail-
ability, applicability, performance,
etc., must be determined.

5. Logistics. 1In addition to the
technical requirements, many logis-
tics factors must be considered.
These include costs associated with
the test facility and fielding cf
the unit under test, scheduling of
the test facility. test system
availability, manpower requirements,
and need for ancillary support such
as special fuels, safety precautions,
etc.

These factors are all part of the
Hardness Test Plan. They must be spelled
out in detail. Several hardness test
plans are usually required to satisfy the
overall Nuclear Validation Program even
if only a single contractor is involved.
Overall hardness assurance requires both
analyses and test efforts throughout the
design, development, test and evaluation
phnses of a program. Different approaches,
te thniques, procedures, facilities and
instrumentation are required depending on

——— g _—— ———— e~ e -_— .- o~ -

the objectives of the specific test plan
under consideration,

Simulation Requirements

While it is desirable to test a sys-
tem or portion of a system under actual
conditions, an alternative approach is
essential since this is not possible in
the case of nuclear weapons effects. The
alternatives are to simulate the EM fields
produced by a nuclear detonation, or to
simulate the coupled voltages and currents
existing at the equipment terminals.

In order to use simvlation for eval-
uation of a system cr portion thereof,
the first question tnat must be addressed
is the required exactness of the simula-
tion. Exact duplication of the environ-
ment, including any synergistic effects,
is always a desirable goal. It must be
recognized, however, that this is gener-
ally not achievable for either technical
or economic reasons. Further, it must be
recognized that exact duplication is not
necessary to satisfy the goals of the
test program.

The importa..t consideration, if test-
ing is to be accomplished through the sim-
ulation of the EM fields, is that system
response be determined over the entivre
frequency spectrum of the actual EMP or
the specification criteria. Shown are
typical waveforms depicting the specifi-
cation criteria and an idealijzed output
from an EMP simulator.

-EMP (B fieid)
\\\L—/

T e

Gauss

Z];imulator
(idealized)

Time « —»

The specificetion criteria and the
simulator output time histcries do not
exactly agree. However, if the frequency
spectrum of the two are compared, it is
apparent that they are essentially equiva-
lent, that is, they have the same spectrum
with ninor differences appearing in the
spectral energy density. These minor dif-
ferences can be accounted for in the data
reduction and analysis phase of the test
program,
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Similar considerations apply to the
simulation of coupled voltages and cur-
rents at the equipment terminals. Most
systems are of complex geometry, While
in an idealistic view, the terminal volt-
ages and currents will be a damped sinu-
soid at the resonant frequency of the
coupling structure, this is rarely rcal-
ized in the actual case. The systems,
and consequently the conypling structures
being complex, may con{gin several reson-
ances resulting in a sujerposition of a
number of damped sinusoid responses. Again,
from a technical or economic viewpoint,
duplication of the actual response may
not be feasible. The alternative is to
excite the system at several discrete
frequencies and measure the response and
combine the results through analysis.

Amplitude (Arbitrary Units)

Time ( Arbitrary Units)
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Test Concepts

Simulation of an EMP criteria does
not define a testing concept. Selection
of a test concept must consider the fact-
ors stated previously. There are seven
basic concepts which should be considered.
These are:

1. Actual EMP Environment
2, Threat Criteria Simulation

3. Sub-criteria Coupling/Criteria
Level Injection

4., Sub-criteria Coupling/Analysis/
Laboratory Injection

5. Low Level Coupling/Analysis/
Laboratory Injection

6. Analysis/Laboratory Injection

7. Scale Modeling

Actual EMP Environment

Exposure of the system to the actu-
al EMP environment appears, at first
glance, to be the ultimate choice. Test-
ing of this type has been denied as a
result of the Atmospheric Test Ban Treaty.
Even if there was no test ban, if all
threats as outlined in the threat scenario
and all operating modes and configurations
of the system were to be evaluated, the
cost would be prohibitive. If only
limited portions of the scenario were
evaluated, analysis would be required to
extend the test results to other situa-
tions. This form of testing would pro-
vide primarily a go-no-go test with only
limited diagnostic information.

Threat Criteria Simulation

Testing the system at the threat
criteria simulation, requires sImulation
of the actual EMP environment in terms of
amplitude, time, and geometrical effects
over the entire volume of the system to be
tested. The system hardness evaluation
is observed directly by the observed up-
set or damage or lack of system degrada-
tion. "he margin of safety can be
determined by exceeding the criteria level
until damage or upset occurs. It should
be noted that available simulators pro-
vide criteria level environments only
over limited volumes,

This concept is simple and direct
and may include such possible problems as
nonlinear effects due to high amplitude
fields, depending on the test configura-
tion.
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For comprehensive threat-level test~»
ing, tlie following requirements must be
satisfied:

1. The orientation and direction of
propagation for both the magnecic
and electric fields must be simu-
lated.

2. The time histories or spectra of
both fields must be simulated.

3. The peak magnitudes of the fields
must exceed criteria magnitude by
the wanted margin of safety for EMP
hardness, at least 20 dB and maybe
more. Also, the relative magni-
tudes of magnetic and electric fields
must simulate the criteria, i.e.,
the impedance of the field must be
maintained. Specified criteria
fields are not always radiated
fields and, therefore, are not re-
lated by the ire2 space impedance,
such as source region fields.

4. Th= simulated electric and magnetic
fields must be provided over a
volume larger than the volume of
the system to be tested.

5. The simulation must provide all
possible criteria that may be im-
posed upon the system, If only
one criteria is simulated, then the
system is known to te hard to ouly
that one condition. The relative
location of the system with respect
to the burst will determine the
angle-of-arrival and polarization
of the field. All angles-of-arrival
and polarizations must be consid-
ered to ensure system hardness to
all threats.

SIMULATION

*+ F{ELD STRUCTURE

# TIME HISTORIES

» MAGNITYDES

» VOLUME

« ALL POSSIBLE THREATS
s ANCLE-OF-ARRIVAL

* POLAR|ZATION
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For criteria-level testing, the
operational modes of the system must be
well understood to guarantee that the
simulated field was imposed at the most
susceptible time to cause upset or damage.
Without some other additional information
on system susceptibility. the simulated
criteria will have to be imposed for each
and every operational mode, Tha same is
true for each and every possible system
configuration.

Systern

& Opwarational modes
# Configurations

& Avaiiability

The generation of high amplitude
fields (1C's of kV/m) requires the use
of extremely high voltage (several mega-
volts) transient energy sources and ef-
ficient, large scale illuminators. This
usually dictates that these tests be per-
formed on a single shot basis with several
minutes to several hours between shots
depending on the complexity and reliabil-
ity of the pulse source, system under test,
and test instrumentationm.

Sub-Criteria Level Coupling Tescing

Sub-criteria level coupling testing
requires simulating the criteria field
waveform, angles-of-arrival and polariza-
tior.s but at less than the criterial
amplitude. It provides the coupling re-
sponse of the system under test.

This concept is advantageous over
criteria level testing in that it elimi-
nates possible personnel hazards, reduces
instrumentation problems and improves
shot recycle time. Also, danger of sys-
tem damage is reduced or eliminated. It
simplifies illumination of larger working
volumes since much lower energy densities
are involved. The same generic types of
transient energy sources (possibly at
lower levels) and illuminators are often
employed.

The system response is monitored at
selected points in the system in terms
of the voltage and/or current. Since



lower than criteria levels of fields are
utilized, these voltages and currents must
be analytically scaled 1o criteria levels
to deterrine syste. effects. This scaling
usually assumes linearity within the sys-
tem. This is the malor disadvantage of
this form of testing in that any ronlinear
devices (such as spark gaps, etc.) are

not exercised or evaluated.

Another disadvantage of this test
concept is a loss of measurement sensitiv-
ity duve tu the lower leval fields em-
ploved.

Sub-criteria level coupling tests
can also be performed using repetitive
pulse fest sources. Repetitive-pulse
testing iavolves exciting the system with
a free-running train of pulses having the
approximate shape of the environmental
pulse, but of reduced amplitude and a
repetition rate of 10 to 100 pulses per
second. The excitation levels used are
sufficiently low that personnel hazards
due co +he fields are minimized (i.e.,
sensor and recorder connecticors and ad-
jussments can be mxde without shock haz-
ard) .

Repetitive-pulse testing has the
advantages of flexibility and rapidity
with which data can be acquired. BRecause
the excitatiocn is applied on a repetitive
basis for extended time, the system may
be probed to locate areas of unusuully
large responsz and to ferret out the
sources of unexpected responses., Locating
and evaluating such resnonses are the
most important results of a susceptibility
test program. Such probing, scmetimes
referrea to as "point-of-entry" testing,
cav be conducted in one part »f the sys-
tem while formal preplanned measurements
are being conducted in several othker parts
of the system, since cpzcators of the
various measurements systems may work in-
denendenrly at their own speed. In single-
shot experimnents, on the other hand, all
measurerent systems must operatc at the
speed ¢f the slouest system, since all
measurement systemg must be readied be-
fecre the shot is fired. Utilization of
measurement equipment and operating per-
sonnel is, therefore, rch more efficient
because of this fjlexibility afforded by a
repetitive pulse test.

In addition to the increased -data
rate and prcbing flexibili:y peraitted bv
the repetitive pulse approach, the quali-
ty of the data is greatly improved. 1In
the singlc-shot tests, the oscilloscope
operator must zguess at the sensitivity
and swecp speeds (and ocassionally the
beam intensity and graticule lighcing) to
use initially and make corrzctions on
succeeding shots untii the desired trace
is obtaired. In repetitive pulse testing,
the operator can see the trace and make
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all these adjustments before be records
the trace on film. Thus, the probability
that a particular film exposure will pro-
vide a useable record of system response
is much higher in repetitive pulse test-
ing. Furthermors, the losses accompany-
ing misfires, false triggers, and missed
triggers are greatly reduced.

Another important advantage of re-
petitive Eulse testing sccrues as a re-
sult of the ease with which the measuring
equipment may be debugged. Because the
repetitive pulse response is available
"continuously," it is easy to perform
7uality checks on the instrumentation .-
such as disconnacting the sensor to de-
termine whether the observed response is
a system response or spurious pickup in
the measuring equipment, reversing the
sensor connection to determine that the
response reverses, axperimenting with
equipment locatinn and orientation, and
investigating the influence of equipment
ground and power connections. Such checks
are extremely time consuming when con-
ducted on a single-shot basis and are
often overlooked until thorough analysis
of the data suggests the necessity of
investigating the quality of the measure-
ments. With the repetitive pulse system,
however, these checks can be made quite
thoroughly and relatively quickly. 1In
addition, because the same sensing and re-
cording equipment is normally used for
both the low-level repetitive puise and
the full-scale single-shot tests, the de-
hugging done with the repeticive pulse
nead not be repeated for the single-shot
testing.

Complementing these important tech-
nical advantages is a cost advantage over
and above the operating economy relited
to the more efficient use of perscnnel
and equipment. Because the repetitive
pulse system cperates on a lower voltage
than the full-scale, single-shot system,
the cost of the high-voltage pcwer supplies,
high-voltage switch, storage capacitors
{ox lines), ana illuminator (e.g., paral-
lel-plate transmission lin2 ur antenna)
will be significantly lower. Where it
is in some cases spproachirg the limit
of the state-of-the-art to vroduce switches,
storage units, and structures to operate
at voltages in excess of several mega-
volts, such components are readily avail-
able for use at 100 kV or less.

—

ADVANTAGES OF REPETITIVE PULSE TESTING
*  CONTINUQUS PROBIMG
* EASE OF ATTAINING DATA
* VALIDITY 0F DATA
* COosT




yAralbag

.

BRI P T

Low-level repetitive pulse testing
has several limitations. e most impor-
tant of these 1is the limited ability to
detect very small aystem responses with
the lower excitation levels. This limita-
tion can be circumvented (with additional
measuring equipzent) by ueing signal-aver-
aging technigues to measure very small
responses. However, the use of such tech-
iniques eliminaves many of the important
advantages of the repetitive pulse method
since in signal-averaging techniques, the
oscilloscope operator cannot see the
trace until the averaging has been done
over many cycles. Thus, the operator must
make "blind" settings much the same as in
single-shot testing. Also, because con-~
siderable averaging time is required to
obtain an acceptable trace, the data rate
is much lowsz: when signal averaging is re-
quired (although perhaps still higher than
with singla-shot testing).

Sub-criteria level testing le in-
tended to use simulation of the threat
EMP time history and, with simpler lineax
extrapolation, determine the effects at
threat magnitude. The assumption of sys-
tem linearity i1s not easily circumvented
except by a criteria level test wich
measurements that are easily compared tco
extrap~lated sub-criteria measurements.
Indeed, because one cannot be certain that
the system will not be upset by the threat-
level environmental pulse unless the sys-
tem is tested with such a pulse, the final
test must always be 4 criteria-level test.
Testing is generally more efficient, how-
ever, if criteria-level testing is limited
to the final phase in which modifications
necessary to prevent upsets are tested.
The bulk of the testing required to lo-
cate upset signal entry gaths and coupling
mechanisms and to test the effectiveness
of pro¥osed modifications can be conducted
more efficientiy ac low levels with re-
petitive-pulse techniques.

Simulation of the EMP threat time
history, field orientation, angle-of-
arrival, polarization arnd direction of
propagation are as necessary for repetitive
pulse testing as for threat-level testing.
If the test %ields differ in any manner
from the threat fields, theu additional
extragolatiou is required to determine
the effects of threat fields.
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Weaknesses

® Sensitivity limitations
» Extrapolation to threat criteria
x Some threat simulation still necessary

Low Level Coupling Testing

Alternatives to subecriteria level
coupling testing are low level couplin
testing techniques. Two techmiques which
may be used utilize field illuminators
with pulse sources which do not simulate
amplitude or the use of continuous wave
(©W) sources.

The use of non-representative pulse
gsources requires that the spectrum of the
pulse source contain all1 the significant
frequencies associated with the actual
EMP waveform. Such pulse sources must
have fast rise times and waveshape char-
acteristics to provide both the high and
low frequency content of the desired spec-
trum. One generator of this type is a
Delta Function generator. This pulse
source has oxtremely fast rise time and
very short (impulse) duration. The spec-
trum ¢f such a pulse is essentially a
uniform spectral energy density.

The major disadvantage of this ap-
proach is sensitivity. Since the spectrum
is so widely spread, the spectral density
is quite low even for very high voltage
sources. this limits the use, assuming
state-of-~the-technology of measurement
instrumentation, to systems with high
coupling efficiency or low isolation. A
second dlsadvantage is, like sub-criteria
level testing, it requires linear ampli-
tude extrapolation to criteria levels over
the entire frequency domain.
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CW Testing

Testing with CW involves exciting the
system with a single frequency (a spectral
line) and measuring the coupling response
of the system (magnitude and phase) at
this frequency. %his can be repeated at

a sufficient number of frequencies over a
broad freguency range to define the system
transfer function (ratio of system response
to exciting signal). This transfer func-
tion can then be used with the environ-
mental pulse spectrum or any arbitrary
source pulse spectrum to compute the pulse
response of the system.

There are several advantages inhex-
ent in CW system testing. Measurement of
the system transfer function (magnitude
and phase) gives a complete description
of the system respons., provided the sys-
tem is linear and sufficient measurements
are made to define adequately the trans-
fer function throughout the frequency
range of interest. Utilizing Fourier
transform techniques, the frequency range
of interest and the number of test fre-
quencies can be determined for the pulse
shape specified.

Transfer functions defined for hori-
zontal and vertical peolarization can be
used to determine the threat response for
any arbitrary polarization.

The line spectrum of a transmitted
CW signal permits the use of a narrowband
receiver or tuned voltmeter to measure
system response. Interfering signals out-
side the receiver passband, whether gen-
erated or external to the system, are
easily rejected. This feature is signifi-
cant for measurements conducted in a high-
noise environment, such as a weapon system
with generators and power supplies running.
For a given source power, the signal-to-
noise ratio in a narrowband system can be
much higher than in a hroadband system
with the same power. This results in a
large dynamic range for CW testing with
fairly moderate exciting power.

CW testing is extremely well suited
to extended probing to locate an energy-
coupling mechanism. A single-frequency
magnitude comparison can be made quickly
between circuitry points, or at a single
point with external system cabling con-
nected or disconnected. Where several
frequencies are used, this CW technique
is effective in determining system attenu-
ation or the effects of filtering or
hardening modifications over the frequency
range sampled. This probing technique
is similar to that “iscussed for repeti-
tive pulse testing and is similarly well
suited for field application.

7-7

Analysis of coupling in the frequency
domain facilitates development of LPN net-
work models to represent EMP source and
black box transfer functions. Once the
system has been reduced tg lumged compon-
ents, a multitude of time and frequency
domain network, analysis programs, such as
SCEPTRE, NET-2 and TRAFFIC, are available
to perform extrapolation to the threat
criteria.

Use of Frequency to Define Time Response

Defines response for all threats
Sensitivity and dynamic range

Rapid system evaluation

*” & & @

Some analyticatl efforts are easier
in the frequency domain

There are several CW testing require-
ments that must be satisfied to conduct
successful transfer function measurements.
These are:

1. Definition of a transfer function
requires phase measurements as well
as amplitude measurements,

2. Time is required to obtain data
at many frequencies. This time can
reduce data acquisition to times
similar to criteria-level testing.

3. The number of frequency samples
required to produce transfer func-
ticens is a function of the band-
width of the pulse spectrum which
is related to pulse rise time and
duration. The number of samples
required may be as high as 500 to
1000 to define a transfer function
that contains significant variation
over three decades, and possibly
10 times as many frequencies may
te needed if very high resonant
behavior is expected, such as re-
ceiver responses. A typical strip
chart recording of both amplitude
and phase data is presented.

4. Data obtained in the field must be
machine processed to interpret the
effects at criteria level. Simple
extrapolation does not give answers,
except as noted, when probing at a
fixed frequency. However, if the
testing is being done in support
of analysis of coupling, or veri-
fication of models (equivalent cir-
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cuits), it is possible to record

transfer functions in real time,

It is still unecessary to execute

extensive calculations, which may
be performed best by machine, to

make any comparisons in the time

domain.

5. CW testing, like repetitive-pulse
testing, assumes that extrapolation
to threat magnitude can be done
linearly.

CW Testing

Requireaments and Limitations

Amplitude and phase
Number of frequencies
Time

Data processing

. & @& & &

Linearity assumption

Laboratory Testing

Testing as discussed so far has im-
plied testing the entire system or sub-
system in an EMP-simulated electromagnetic
environment. This method of overall test-
ing of all portions of the hardness prob-
lem is very desirable. However, other
forms of testing can be effectively used
in an EMP hardness program. These are
generally laboratory-type tests and con-
sist of scale model tests, cable driving,
determination of component damage and
circuit upset thresholds, shielding tests,
ard stationary field tests.

Laboratory Tests

# Scale model tests

® Cable driving

¢ Component damage
# Shielding

# Stationary field
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Scale Modeling

In many cases, it is not practical

to test the entire system for either

technical or economic reasons.

One al-

ternative is to scale model the system
as has been done by antenna designers
for years with good agreement (generally

within +6 dB).

Some of the reasons fer

resorting to scale models are:

1.

Simulation test facilities are
not available.

Equipments are not available, es-~
pecially during design/breadboard
phases.

The system to be tested is very
large, a VLF station, for example,
cannot be placed in available
simulators or moved to them.

Dedication costs, such as test-
ing a shipboard system in situ
where the ship would have to be
dedicated for the full duration
of the tests, are high.

 ® & & &

Scale Modeling

Facilities not avaiiable
Equipment not available
Syatem very large

System dedication cost high

fiom
tory

1.

Some of the benefits which accrue
scale model testing in the labora-
are:

Sensor locations can be deter-
mined prior to full-scale testing.

Design modifications or cable
routing could be evaluated prior
to incorporation on full-scale
systems.

Worst and best-case conditions
for EM angle-of-arrival and
polarization could be determined.

Analysis can be validated by per-
forming the analysis using the
scale model parameters.
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it must be recognized that, because
of the difficulty in introducing minute
openings or poor bonds into models, and
since these often control interior fields,
the usefulness of modeling is ordinarily
limited to the measurement of external
fields, voltages, and currents.

ADVANTAGES:

* LOW COST
CONFIRM DESIGN
VALIDATE ANALYSIS

DETERMINE WORST CASE THREAT
® AID IN SENSOR PLACEMENT
® EVALUATE DESIGN MODIF ICATIONS

DI SADVANTAGES:

¢ EXTERNAL FIELDS, CURRENTS,
VOLTAGES ONLY

o ALL EFFECTS NOT INCLUDED

In general, the same test techniques
as for full-scale tests apply to scaled
models. The test sources and illumirators
as well as the scale model of the systems

must satisfy certain genmeral relationships.

These reiationships are shown in the fol-
lowing figure. One important considera-
tion in the scale model is that it is not
always feasible to scale conductivity of
the enclosure. In order to reduce losses,
since the frequency is scaled up, one al-
ternarive is to scale the conductivity/

wall-thickness product (osts = cata).
GENERAL RELATIONSH!PS
MODEL §1ZE o, Dla
N
FREQUENCY wg Mw,
CONDUCTIVITY o, Mo,
PERMITTIVITY €y ¢,
PERMEABILITY Hg: by
WAVELENGTH A, A
M
PROPAGATION LOSS ag- Ma,
PROPAGATION PHASE Bo- NS,
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Direct Injection Testing

Current and/or voltage waveforms
can ve directly injected into the system
cables or equipment terminals to deter-
mine upset/damage levels or the transfer
function response of the system. The
system configuration and test objectives
will determine the required characteris-
tics of the driving source.

Sub-criteria level and low level
coupling tests can be combined with
criteria level injection tests to evalu-
ate system degradation effects. These
tests involve injecting the waveforms
monitored during low level field tests
with amplitudes scaled to criteria levels.
It is very difficult and costly to gen-
erate the complex waveforms often ob-
served, especially at the criteria levels.
An alternative, mentioned previously, is
to generate a series of discrete frequency
waveforms one at a time which cover the
frequency spectra of the measured wave-
forms. To select the proper frequeicies
and waveform amplitudes usually requires
careful analysis.

Transfer function measurements can
be performed using either CW or pulse
type sources. Pulse sources nust have
a frequency spectrum consistent with the
anticipated or measured spectrum of the
energy coupled to the system. CW sources,
being discrete spectral line sources,
must be available over the same spectrum.
These pulse and CW sources are usually
much less costly than coupling sources
because thiis technique uses a small source
tightly coupled to one port rather than
a large source loosely coupled to the
entire system.

Direct injection testing has the ad-
vantage that one or more ports can be
studied singularly or in any combinatiom.
It is particularly useful when components
or circuits must be subjected to transient
voltages or currents to determine their
damage thresholds and failuce pecints.

The main disadvantage associated
with direct injection testing is that the
actual free field coupling to the total
system cannot be simulated. Correctly
phasing ‘and shaping the pulses for a
multiport injection system can be very
difficult. Also, depending on the point
of injection, any nonlinear effects may
or may not be resolved.

Component Damage Testing

Components or circuits, both opera-
tional or in the breadboard stages, can
te subjected to large voltages and cur-
rents to determine their damage or upset
thresholds. The components which should



be subjected to damage testing are those
that normslly would terminate long cable
runs or antenna input cables.

Component damage tests provide a data
base for uge in predicting potential prob-
lem areas for both existing systems and
those in the des:ign stages. The data base
is valuable as an a’d in selecting com-
ponents fov use in new systems.

Based on component failure or circuit
upset level, the amount of protection re-
quired to harden the system can also be
specified for the postulated threat.

Component Damage and Circuit upset Tests

2 Establiah dats base
® Aid in component selection

& Esrablish protection requirements

Shiclding Tests

Shieldiang tests are most often per-
formed at the subsystem level. Such test-
ing can verify construction design and can
locate energy penetration points before
construction is complete.

Measurement of the shielding effect-
iveness of a facility or enclosure when
constructed can alsc be used for hardness
surveillance over the system life cycle.
Periodic measurement of the shielding
effectiveness will evaluate the condition
of the shield by noting changes (deterio-
ration) with time.

Analysis

Analysis must be used in combination
with any of the test concepts. At ‘riter-
ia-level, testing analysis provides ror
extending the test results to other en-
vironments, system configurations, and
system operating modes.

U're-test analysie is useful for de-
termining expected signal levels at criti-
cal EMP entry points.

When sub-criteria level testing is
employed to determine coupling, analysis
is required to scale the measured volt-
ages and currents to criteria levels for
direct i1 jection testing where the correct
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waveform o¢ simulation thereof is em-
ployed.

When low level coupling is employed,
analysis provides for interpretation of
the measured coupling transfer function
in terms of the EMP environment criteria.
Further, analysis must be employed to re-
late the laboratory tests on individual
equipments to the environment criceria.
These levels can then be compared and
the potential for damage or upset assessed.

Analysis can also be employed to
predict the coupling response of the sys-
tem (see Section IV). The laboratory
tests and additional analysis can then be
employed as in the case of low level
coupling testing.

7.3 TRANGIENT ENERGY SQURCES

Transient energy sources used in EMP
hardness testing vary in complexity from
simple commercial laboratory pulse gener-
ators used for component testing to sophis-
ticated multimegavolt systems used in
large scale simulators for complete sys-
tems tests. Standard commercially avail-
able pulse sources will be discussed
briefly to aid the user in establishing
a test setup.

An introduction to the various gen-
eric types of energy sources including
the storage elements, switching arrange-
ments, and the power supplies is provided.
This discussion will be slanted toward
considerations of the test facility user
rather than the designer.

Energy Sources for Component and Circuit
Testing

Component and circuit testing gener-
ally involves divect injection of current
at the component or circuit terminals.
The purpose of these tests is usually to
determine upset or damage thresholds. As
such, only low voltage/current pulse
sources are required.

There are a wide variety of pulse
sources available commercially with volt-
age ranges from a few volts to a few
hundred volts (such as the Velonex Pulse
Jenerator) and current ranges from milli-
amps to several amps. These units pro-
vide for variable output voltage, rise
times, pulse widths, and fall times in
many cases. These units are adequate for
most component and circuit testing.

If greater power is required, these
units may te used in conjunction with
wide band (0-220 MHz) power amplifiers
to faithfully amplify the pulse and pre-
serve the rise time. These higher power



units are usually available with select-
able output impedances for matching pur-
poses and current limiting provisions so
the amplifier will not be damaged by fail-
ure tests where the failure may be mani-
fest as a short circuit. Typical ampli-
fiers which are available have 100 watt
CW/400 watt pulse and 1 Kw CW/4Kw pulse
capability,

High-Level Energy Sources - Basic Energy
SHources

The basic elements of an energy scurce
for use with an EMP simulator or direct
injection gulser are contained in a capac-
itive discharge pulser as illustrated.

Cherging

Resistor Spark Gep
| (o
High
Storage
Voltage To Load
Supply -[— Capacitor

The source consists of a high volt-
age power supply, a storage element (capac-
itor), a current limiting charge resister,
and a switch for connecting the storage
clement to the load which can be a radiat-
ing structure, a bounded wave structure or
the terminals of a subsystem under test.
The decay time of the load voltage is de-
termined by the storage capacitance value
and the load impedance (resistance). The
rise time of the applied voltage is con-
trolled by the spark gap characteristics.
Thus, the load, if resistive, will see a
transient with a rapid exponential rise
and a longer exponential decay. The char;-
ing rate is contreclled by the storage
cepacitance, charging resistor, and current
capability of the power supply. Normally,
the storage capacitance is selected to
give the desired transient decay time, and
the charging resistor is selected for the
desired pulse repetition rate.

The capacitor discharge pulser can
be represented by the simple RLC circuit
shown. The storage capacitor C is charged
to an initial voltage Vo and the switch
is closed at t = O to discharge the capac-
itor into the load shown as a resistor R.
The series inductance L may be the equiva-
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lent inductance of the capacitor and its
connecting wiring or it may be a deliber-
ately added inductance chosen to obtain

a desired pulse rise time.

L t=0
tl ¢
Vo—7¢
VT

The load impedance is shown to be
resistive which results in an exponential
decay of a sinusoidal load voltage. The
storage capacitance and load inductance
determine the sinusoid frequency, and the
resistance determines the envelope decay
time constant or Q of the tuned circuait.

Another approach to obtain an energy
source is to use a coaxial cable for the
storage element. When the spark gap
fires, the charged line voltage is divided
between the line impedance and load im-
pedance. The voltage wave travels down
the line and is reflected by the charging
resistor which is usually high compared
to the line impedance. The reflected
v7ave then returns down the line. If the
load impedance equals the line impedavce,
then a voltage step of 1/2 the 1line charg-
ing voltage 1s applied to the load for a
time equal to twice the line length. Note
that the coaxial line storage element re-
quires twice the charging voltage of an
equivalent capacitor storage energy source.

Charging
Resistor Spark Gap
] o .
High Stfr.sge
Voltage e To Load
Supply
e
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The pulse shapes ani their spectral Nouinductive capacitance at high
content differ for the two types of stor- voltages is difficult to obtain. The
age alements. The ideal charged trans- addition of an inductance to form an RLC
mission line matched to the load produces network can be used to modify the coaxial
a rectangular pulse of width 1, while the line transient shape as shown here. The
lumped-Clgacitlnce source produced an ax- notch, expauded in the righthand waveform,
ponantially decaying pulse of the time is caused by the finite rise time restric-
constant t. The rectangular pulse from tion in the LC circuit. This notch can he
the transmission line has zeros at fre- sm2ared bty using more than one coaxial
uencies determined by the pulse width line and using slightly different line
?1/21). whereas the exponential pulse lengths.

from the lumged-capacitance source coa-
tains no finite zeros in its spectrum.
Because a real transmission line does not

produce a perfectly rectangular pulse, Chorging

the zeros of the ideal pulse spectrum Mesievor T, &

will become minimal in a real pulse spec- ) q D
trum, Nevertheless, if a criticai cir- I L
cuit or element is resonant at one of the I¢ L

null frequencies, it may not be excited
sufficiently to produce the desired re-
sponse ovne should acquire for the test.

=TT

3 apeciton
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Erponental The charged transmission line can

be used to produce a damped cscillatory
waveform if the line is open circuited at
one end (Rg >> Z,) and its charscteristic
impedance is greater than the load im-
pedance (Ry < Z5). As illustrated, the

. waveform hegins as a square wave oscil-
» 5 lation and decays into approximately a
w = 2wt sinusoidal wave after propagating a few

round trips on the line.

The square pulse that is inherent

in the coaxial line storage system can —__—_TRQ‘Zn % teC
be modified to improve the spactral 06 :(:)z
content. With negligitle inductance in Suoly Vo L — L <o
the circuit, the storage capacitor en- —
ergy dumped into the coaxial line pro-
duces a square pulse as ls shown here.
The resistance Z, in series with C R Ve !
prevents the capacitor from presenting R+Zo 1
the line with a high-frequency short 4{—\\ P
that would cause an additional tran- 0o YR YA
sient at four times the line length,

A o u

v v v v

Charged Line For A Damped Oacillatory Waveform

Roviver b ,'
—-—-—-——€I:;I3—* -—

2,

=C | Marx Generator

Generators are readily available
which will produce voltages up to the ten's

of kilovsolts range. Larger voltages (mega-
:"\\\\\55\ volts) are obtainable by using special
- capacitor charging schemes. 1In a Marx
T generator, a bank of capacitors is charged

in parallel. When the switches are closed,
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the capacitors ave discharged in series. triggering erection scheme is iilustrated
The series multiple gaps and their in- trated below (the dec charging circuits
ductances limit the discharge rise time have been left off to emphasize the tran-
as discussed earlier. sient circuit).

Marx generator design has been im- L= Output _["°“'P“'

proved so that these generators can be
operated to produce waveforms with nano-
second rise times. The principle of oper-
ation of the Marx generator can be seen
from the circuit diagram illustrated.

to,o-tolo
—

Each capacitor in the capacitor
stack is charged to the dc power supply
voltage (V,) through the rasistors along-
side the capacitor stack. To erect the
Marx generator, the switch at the bottom
of the stack is closed to connect the
bottom two capacitors in series, causing
the voltesge across the next switch to in-

VWA

j; bo ot
SFHN%HM#*«%*@%*

crease momentarily to well above its Trigoer in Trigger In
breakdown threshecld. The second switch

thus closes and overvoltages the third 7?§7r

switch, and so on unt!l all the switches e ddd 2

are closed and the capacitors ave connected
in series. Thus, for N stages of capac-
itors charged to an initial voltage. Vg,
theoreticallv a peak voltage of NV, can

be obtained.

MARX GENERATOR SELF-TRIGGERING ERECTION SCHEMES

LC Inversion Generator

AAA .

A4 2 i
AA, E
VY

An alternate method of voltage en-
hancement is an LC inversion generator.
Here, twe charging capacitors are charged
with opposing polarities. When the in-
version switch is closed, the voltage on
the lower capacitor will vary sinusoidally
at a frequency determined by the LC cir-
6Vo cuit., When this voltage has reversed
polarity, the voltage at the output is
twice the charging voltage. Multiple
sections of this generator can be placed
in series to fire a single gap to the load.
The ringing effect in the LC inversion
generator is undesirable for some appli-
cations.

L

AAA
\AAL

AA

e AAA AAA
VY i YV 5 Vv {
E 2‘
AA AAA E AAA
Vv vV

AAA
\AA

Dc Vvv
Supply

-

Basic Marx Generator Circuit Diagram

The time required to discharge such
a generator is dependent on the stack
length (number of stages), ionization
times, gap inductance and load impedance
of the gaps, etc. For megavolt range
pulsers, rise times on the order of micro-
seconds are typical.

Fast erection of the stack is ob-
tained by triggering the spark gap switches
and reducing the size and inductance of
the stack by developirg hi%h energy den-
sity capacitors and special packaging
concepts. A typical Marx generator self- L___

c) Voltage :VJvetorm at Output Terminale
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Van_de Graaff Generator

Another high voltage supply which has
been uced is the Van de Graaff generator.
Supplies of this t{ie are cnpab%e of gen-
erating extremely high voltages. General-
lg, since these generators utilize static
charge transfer, the charging time is quite
long. Supplies of this type find their
main usage in criteria-level simulation of
the single-shot type since charging times
are too long to ba utilized in a repetitive
pulse type simulator where several pulses
per second are dasired.

Peaking and Transfer Capacitors

High-voltage generators that produce
voltages in the megavolt range are physic-
ally large and usually contain too much
inductance to deliver wavefcrms in the 1
to 10 ns range directly to the load. Con-
sequently, some means of reducing the rise
time of the pulse delivered to the lced
must be incorporated into the high voltage,
fast rise time machines. The schemes
commonly used for reducing the rise time
of the waveform delivered to the load in-
corporate transfer or peaking capacitors
at the output of the generators.

The peaking capacitor is a low value
(compared to the erected stack capaci-
tance), high-voltage, low-inductance ca-
pacitor that is capable of storing enough
energy from the generator to allow the
current to build up to the level required
by the load. UWhen the generator current
has built up, the load is connected and
the current is transferred tov the load,

The peaking capacitor circuit is
shown schematically, where Cym and Ly are
the capacitance of the capacitor bank in
the high voltage generator, C, is the peak-

ing capacitor and Rj is the lgad resistance.

.14

Ry

AL

Storage Peaking Load
Capacitor Capacitor

If Vo5 is the peak voltage of the high
voltage generator, the peak current in
the load (for a zero rise time pulse) is
Vo/R;,. The value of ., is chosen so that
when the voltage across it resaches Vg,
after switch S is clused, the current
through it is V,/RL. At this time, switch
S2 is closed ang the voltage across, and
the current through the load immediately
become V4 and V,/Rp, respectively. Be-
cause the capacitance Cp, Ry, and the
interconnecting conductdrs contain some
inductance, the rise times or the voltage
are greater than zero in practice; hcw-
ever, for the purpose of illustrating the
principles employed, this stray inductance
was neglected.

The advantage of the peaking capac-
itance method is that it permits a fairly
small. high-quality (iow inductance) capac-
itance to be used to form the leading edge
of the pulse, with the primary energy
storage remaining in the high-voltage gen-
erator.

The circuit for a transfer capscitor
is identical to that for a peaking capac-
itor. The difterence between the two is
that only a portion of the source energy
is temporarily stored in a peaking capac-
itor, while all of the source erergy is
temporarily stored in a transfer capacitor
The transfer capacitor must be a low in-
ductance device if fast rise times are to
be achieved. Because the energy is only
stored temporarily, however, leaky high-
energy density dielectrics, such as water,
can be used to make compact, low induc-
tance transfer capacitors.

Transfer capacitors are used prumar-
ily in short-pulse systems in uvhich the
total stored energy is relatively small.
Their advantage, compared to peaking capac-
itors, is that they can be used with load
impedances that are neither constant, re-
sistive, nor necessar:ly well defined.

f o ek . e P ‘
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Switches

The switch inductance is the final
limiting factor on rise time. The switch
design is quite complex. A simple gap in
air will fire when the voltage gradient
reaches 20 kV/m at 1 atmosphere pressure.
This arc will have a length and current
that determine its inductance. The arc
length (electrcde spacing) can be reduced
by pressurizing the switch and prouper
selection of the gas or gas mixture.

g

Kilovohts/cm
m\
o 4
~

Prassure- Atmosphares

Spark-gap switches arec often triggered
to control the firing time. Two techniques
are used. A laser can be used to produce
ionization in the gap, or a pulse can be
applied to a third electrode in the gap
to initiate breakdown. This latter meth-
od adds additional circuitry into the
active part of the system that must be in-
cluded in the pulser design.

Trigger
Electrode

MID-PLANE TRIGGER
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0%
2%
o

Axial Laser
Trigger

CW _Energy Sources

The elements of a CW energy source
are shown here. CW frequencies are se-
lectud from a stable source, amplified,
in this case by a broadband amplifier,
and matched to the radiating celement.

An alt 'nate method is to use a tuned
amglifier as the power amplifier. Gener-
ally, commercial equipment is available
for CW energies.

CW Transmittor

E tislt Sensor

Automatic Level Control Signaet Auntenna

Power
anmuuov—]——**{i—.“‘“mw
‘L B Conurol

Impedonce
Matching Unit

7.% ELECTROMAGNETIC PUiSE FIELD
STMOLATION

The EMP environment is usually de-
fined as an electrcmagnetic plane wave
propagating in free space. Whiile it is
not possible to exactly duplicate this
environment, illuminating structures can
be built which provide a good simulation
of the environment over a large enough
volume to obtain a valid assessment of a
system,

Thers are two basic types of simu-
lators commonly encountered in EMP test-
ing. These two types are bounded wave or
transmission line structures, and radiating




antenna (monogole or dipole) structures.
Other types of simulators are usually
variations of these two basic types.

Bounded Wave Simulator

One efficient, broad bandwidth illum-
inator that is commonly used and is simple
to construct is a transmission line simu-
lator. This iliuminator is a Lounded-wave
structure that is based upon a strip-line
transmission line.

The principle of operation of a
transmisslion line EMP simulator is to
guide an electromagnetic wave across a
test object situated between the two me-
tallic surfaces of a transmission line.
The essential elements of this simula-
tor include an energy source, transition
sections, a working volume, and a termi-
nation. An electromagnetic wave is gen-
erat2d by the pulse being applied to the
transmissicn line and allowed toc propa-
gate vo the terminal end. To provide
the connection to the pulser and termi-
nation, transition sections of constant
impedance are utilized. The cross-sec-
tional dimensions of the working volume
(i.e., the separation and plate width
of the parallel metallic surfaces) must
be large enough to provide a specified
degree of field uniformity over the test
object. A termination is provided to
prevent the reflection of the guided
wave back into the working volume. This
termination is generally achieved by
means of a transition section that guides
the wave to a geometrically small re-
sistive load whose impedance is equal
Lo the chcracteristic impedance of the
transmission line structure. Thus, for
a transmission line simulator, most of
the available energy is confined or
bound to the space within the line so
that large-magnitude fields are easily
attainable.

Bounded wave (transmission line)
simulators are generally capable of gen-
erating EM fields at the EMP specifica-
tion criteria level. The wave impedance
in che simulator is that of free space
(377 Q). Their principle application
is for missiles and aircraft in flight
sirce ground effects are aot present in
these simulators. Also, they have limited
interaction volumes, produce only a single
polarization (normally vertical), and
singl: angle of arrivel. Different
nolarizaticns «ad anples of arrival arve
achieved by rotating the system under
test which again places a restriction
on system size that can be ccaveniently
handled,
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Componenta of a Transmission Line Simulator

Fiat Conducting
Surfeces

Energy
Sourca

‘Working
Volume

Transition/
Sections

Let us consider some of the charac-
teristics of transmission line simulators
by an example. Shown is a transmission
line with a 15 m x 24 m x 12 m high work-
ing volume. The line is over a flat
ground plane and has transition sections
that are 50 m long.

The impedance of the transmission
line is a function of the width-te-height
ratio which is constant from source to
termination.

TOP
24

fe— 50— —slw 52— 50—

SIDE —" 12

EARTH

For an upper plate widith of 2a at a
height h above a perfect ground plane,
the line impedance varies from 180 ohms
for a/h = 0,2 vo 40 ohms for a/h = 3.5.
For our example, if the ground plane is
a perfect conductor and the working vol-
ume has a ratio of a/h = 1, the impedance
of the line would be 89 ohms,

This ‘mpedanre is for infinite width
of the perfect ground plane.
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As the width of the lower plate is
decreased, the line impedance will in-
crease. Shown is an impedance parameter,
Z', that is proportional to line impedance,
Z, and upper plate width-~to-height ratio,
a/h. As the width of the lower plate d
is decreased for any a/h ratio, Z' shows
an increase.
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For our example with a/h = 1, as the
widrh of the lower plate (w) is reduced
to the width of the upper plate (w/a = 1),
the line impedance will increase from 89
ohms to 1.6 ohms. If we were to construct
our example line with lower plate width
twice the upper plate width (w/a = 2),
then the line impedance would be 97 ohms.
However, since the earth, which is a con-
ductor, extends beyond the lover plate
width, the actual impedance would be less
than the indicated 97 ohms. For the
presence of a real earth to have negligi-
ble effect, the lower plate should be four
times the width of the upper plate.
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The electromagnetic field orienta-
tion and relative magnitudes for a strip-
line transmission line can be displayed
by a plot of equipotential lines and field
lines. The eauipotential lines show the
magnetic field orientation, and their
spacing relates to the electric field mag-
nitude (volts per meter). The field lines
on the plot show the electric field orien-
tation, and their spacing relates to the
magnetic field magnitude (amps per meter).
The electric and magnetic fields are re-
lated by rhe wave impedance which is the
free-space impedance of 120w or 377 omms.
For our example where a/h =1 (Z = 178 ohm
wvhich is not the wave impedance), the
field is essentially uniform under most
of the volume covered by the upper plate.

Field and Potential Distribution for Paraliel,
Two-plate Transmission Line, 178.18 Ohms

a/h =1.00

The field uniformity is dependent
upon the plate width-to-height ratio as
indicated here for two extreme a/h ratios.
For a/h ratios greater than one, the uni-
formity of the field is improved. For



the 360-ohm line shown, a/h = 0.2, the
electric field magnitude just below the
upper plate is about 2.8 times the field
directly below at the lower plate.

Fiold and for 3
Two-giate. Trensmission Line, §7.97 Ohes
am=8.00

Floid end Povential Diatribution for Peraliel.
Two-plate Tranamission Line, 3§0.08 Ohms

ah:020
T
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As a/h is reduced below unity, the
fields at the top center and bottom edge
of the working volume relative to thne
field at the bottom center vary as thown,

The field distortion is greater at
the top center of the working volume than
at the lower edge. This is indicated by
the dashed lines which show the 207 vari-
ation points. For a maximum of 207 change
in field magnitude at the top, a/h must
be greater than 0.7, while the same dis-
tortion limit at the edge can be met for
a/h = 0.4,

Yop

—

) Reference N\ [Edge

Relative Magnitude
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The fields wihin the working volume
have been defined, These fields are
essentially a TEM mode. For frequencies
higher than the frequency at which the
plate spacing, h, is half wavelength, it
is possible to maintain higher order
modes. However, since the wave is launched
at a narrow plate spacing at the beginning
of the transition gsection, only the low-
est order transverse mode is launched.
This mode travels down the transmission
line and is not altered unless some dis-
continuity converts energy to the higher-
order modes.

The magnitude of the field is a func-
tion of the applied voltage, V5, and
plate spacing, h. Thus, in the working
volume the electric field is Vgy/h v/m.
The magnetic field is Vo/hng, where ng is
the free-space impedance (377 ohms).
Within the source transition the electric
field is V,21/h%, where 2] is the length
of the transition and % is the distance
from the source. The fields in the term-
ination transition are similar. The max-
imun fields are generated at the source
and termination.
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The wavefront in the transition sec-
tion is spherical as shown. When this
wave intercepts the working volume, re-
flections occur that will cause the field
at B to be distorted. Fields at A should
be a reproduction of thie source signal.

AN




The accompanying figure shows two
measured waveforms for a step input to
the Alecs transmission iine. A is the
undistorted waveform. At B the reflected
{and delayed) wave causes a distortion
of the rise of the wave and alters the
maximum amplitude.

It is desirable that the field in the
working volume be a plane wave as indicated
by the dashed line. However, the wave
from the transition section is spherical
which means that the time of arrival of
the wavefront at the top and bottom sur-
faces differs by At. The wave appears
"tilted." For our example line with a
height of 12 meters and a transition length
of 50 meters, the time At is 5 nsec.

The wave tilt (At) is a measure of
the time involved in going from the spher-
ical wave to a plane wave in the working
volume and is representative of the rise
time of the line. A similar distortion
occurs when the spherical wave intercepts
the discontinuity at the beginning of the
working volume at the edges of the upper
plate.

The distoition at tne mating of the
transition section and working volume can
be reduced by increasing the length of the
transition section.

: Working
i Volume
|

Transition

— At -
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One wethod to achieve a more planar
wavefront is the use of multiple tran-
sition sectiouns as indicated here.

For the same length transition sec-
tion, the spherical tilt is reduced. This
improvement occurs even when the transi-
tion angle, 6, is held constant as indi-
cated.

Multiple feeds force the spherical
and plane wavefronts to be identical at
the edges of the transition sections.

So t.r we have discussed a trans-
mission liie that is made of solid con-
ducting plates. Portions of the line can
be replaced with parallel wires if the
spacing between wires is small compared
to the highest-frequency wavelength. This
use of spaced wires causes the field with-
in a wire spacing to be distorted and will
increase the line impedance. The effect
of the parallel wires can be considered
as an increase (Ah) in the vertical spac-
ing between solid plates. For example, if
the upper 7~ te of our example line were



e

made of #14 wire on 0.3 meter spacings
(0.1 X gt 100 MHz), the increase in ef-
fective glate spacing would be 0.2 neter.
For the l12-meter plate spacing in tue ex-
ample, the effect cn the impedance would
be small. For small transmission lines,
the effect can be appreciable.

9, _d
&h = 2w N 2nr

° ° Sdius l'-? O o |

Grid Extends with -
Repetitive Spacing
to Both Sides

For transmission lines made of paral-
lel wires as shown, the plates are not
perfect conducting plates, and at the
higher frequencies will radiate energy.
This radiation will cause a loss of high-
frequency content in the wave and will
maintain a spherical wavefront for high
frequencies within the working volume.

The transmission line car be crudely
likened to a vertical rhombic antenna.
The length of the line does not affect
radiation from the line as long as the
length is long ccmpared to the height.
However, as \/4 approaches the plate spac-
ing, the line will start to radiate as a
vertical rhombic. For our example, a
line with a plate spacing of 12 meters,
frequencies above about 6 MHz will radi-
ate, affecting high frequencies in the
line.

Transmission lines can also be used
to create horizontal electric fields by
erecting the plates vertically. Shown
here is a concept that permits easy access
to the work area. The work area is at
the end of the source transition. The
line termination is approximated by allow-
ing the transmission line impedance to
increase toward the free-space impedance
of 1377 Q.
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Horizontally-Polarized Simulator

\ e T U
- 200
Metol Poie
Dielectric Support

The field distribution within a hor-
izontal transmission line is altered by
the presence of the ground boundary on
one side of the line. Shown are the equi-
potential lines with and without the
presence of a perfect grouid plane. The
presence of the ground greatly alters the
field orientation.

Field Distribution With and Without Ground Plane
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This orientation can be improved by
the use of wires to alter the field dis-
tribution. Shown is the effect of two
wires at one-half plate potential. More
complex configurations can make addition-
al improvements.

A Field Distribution with Auxiliary Conductors




So far we have discussed the fields
within a bounded structure (transmission
line) without any conducting material
(equipment) in the line. If the 1line di-
mensions are large compared to thz equip-
ment dimensions, then the field distortions
caused by the equipment will have little
effect on the fields created by the line.
However, as is more often the case, the
transmission line is made just big enough
to contain the maximum dimension of the
equipment being tested.

Placing a test object in the working
volume can reflect and distort the inci-
dent wave. Large reflections directed
back into the pulser might be objectionable
if they either exceed the reverse voltage
rating of the pulser or re-reflect from
the pulser back into the working volume.

There will also be a certain amount
of distortion in the vicinity of a metal-
lic test object illuminated by a radiated
plane wave. Providing the differences in
field distortion between radiated plane
wave illumination and a wave guided by a
transmission line simulator whose cross-
sectional dimensions are not significant-
ly different from that of the test object
are small, the use of the transmission
line simulator is acceptable.

A conductor in a transmission line
will alter the field structure in the line.
Shown is a transmission line with an in-
finite cylinder that is 0.6h in diameter
(d/h - 0.6). The equipotential lines can
be scen to bunch between the cylinder and
plates and are spread either side of the
cylinder. The field at the upper plate
(A in the figure) is enhanced to 2.28
times the undisturbed field in the line.
At points B and C the field is 0.74 and
0.99 the undisturbed field, respectively,
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The field distrubance due to the
cylinder for various d/h ratios is shown
here. The maximum disturbance occurs at
A. The fields at B near the cylinder are
less altered. This enhancement of the
field between the cylinder and plates
effectively increases the transmission
line capacitance and thus alters the line
impedance. For a line with a d/h = 0.6
cylinder, the incremental line admittance
is altered by 20%.
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The effect upon the signal induced
in a conductor can be approximated as
shown. If a missile, approximated by a
cylinder of diameter b and length d, is
positioned between the plates of a trans-
mission line as shown, an infinite series
of images results, For d approaching h,
the effect is to load the line, reducing
the field in the vicinity of the cylinder.

g

Is Equivalent To 1:'"‘
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This loading reduces the peak
current at the center of the cylinder
as shown here. The reduction is less
than 10% for d/h ratios less than 0.6.



The effect of a large object in a
transmission line can be illustrated by
the example shown here. Modeled is a
transmission line constructed over a
large rectangular building of height b.
The transmission line width is the width
of the building, and the building length
fills the working volume. Shown are the
relative magnetic fields for a step in-
put to the line. For a building-to-line
height ratio b/h - 0.83, the field at the
front face and over the building is en-
hanced with high frequencies, while the
high frequencies are attenuated at the
back face. For a b/h ratioc of 0.57 all
fields are a fairly good reproduction of
the incident step function.

These results can be explained using
a transition section mismatched into a
relatively low-impedance line formed by
the upper plate and building roof. The
resulting reflections give voltages on
the line that result in the measured
fields.
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The peak magnetic field over the
building indicates that, for b/h ratios
less than 0.6, the transmission line can
produce relatively uniform fields.
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Pulsed Radiated Wave Simulator

An alternate method of subjectiny a
test object or system to a simulated EMP
field is to use a vadiating structure or
antenna. A radiated-wave simulator radi-
ates a free field which is not confined
within the boundaries of the simulator
structure.

An EMP-radiating simulator has sev-
eral relative advantages. One is that
construction is usually simpler and
costs are usually less than those assoc-
iated with a transmission line simulator.
Another important advar.tage of a radiat-
ing simulator is that the space available
to place test objects is not limited by
the structure's dimensions. The dis-
advantage of such a simulator is that
only a fraction of the stored energy is
directed to the test object due to the
relatively nondirectional radiation
patterns of antennas used on existing
simulators. Furthermore, there is a
geometrical 1/R attenuation of the radi-
ated wave amplitude with distance from
the source. This geometrical attenua-
tion causes a difficult tradeoff between
high field intensities that can be
achieved close to the antenna versus the
nearly planar field distribution over
large areas that can be obtained further
away from the antenna.

Pulse radiating simulators are gen-
erally of the biconic dipole or inverted
conical monopole design. The dipole sim-
ulators are of the order of 1000 feet or
more in length. Like the long-wire
simulators, planarity over larger working
volumas is obtained at the expense of
field level (1/R falloff). The available
polarization from the dipole facilities
is predominantly horizontal on the line
normal to the dipole axis and through
the feed point of the biconic. Angle of
arrival is also variable by varying the
distance from the simulator. Ground
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effects must be considered. The clear
time (time before arrival of rhe reflected
pulse) is a function of distunce from the
antenna, decreasing as the distance in-
creases. These facilities are applicable
to ground based systems ranging from

small vehicles to building size structures
and ships. Aircraft can be tested in a
fly-by mode.

The inverted conical monopole simu-
lators are usually of the order of 100
feet hiih. Polarization is vertical and
angle of arrival 1s fixed at grazing. As
with all radiating simulators, planarity
is obtained at a sacrifice of field level.
Large working volumes can be obtained at
reduced field levels. Ground effects are
a loss of the high frequency content with
distance from the simulator. These simu-
lators are used where vertical field
coupling is of interest.

Biconic Antenna

The basic radiating antenna is a di-
pole. Shown is a cylindrical electric
dipole of infinite length. The radiated
field is zero in the axial direction (X)
and a maximum normal to the gap. The
magnitude of the radiated field varies as
sin ©.

The radiated field time history de-
pends on the current in the dipole ele-
ments. For a step voltage applied at the
gap, the antenna current will be a con-
stant voltage divided by the antenna
impedance. This impedance increases log-
arithmically with the axial distance ),
causing the antenna current to decrease.
The resulting radiated field for a step
voltage applied to the antenna is a step
followed by a logarithmic decay. For an
applied voltage with a finite rise time,
the increasing antenna impedance with x
will degrade the radiated rise time.

X

vl %ﬁﬁnitesimal Gap
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This feature can be overcome by the
use of a biconic dinole shown here. The
biconic digole has two cone elemerits with
e eo.

a cone ang

The biconic antenna impedance is a
function of 65 and does not vary with x.
Typically, a 140 biconic has an impedance
of 250 @, decreasing to 50 Q at 6o = 67°.
This constant impedance with distance
along the biconic results in an antenna
current that is only dependent upon the
applied voltage.

The fields emitted from a biconic
(or dipole) have electric field compon-
ents that vary as 1/R, 1/R2, and 1/R3.
The 1/R fields are the radiated fields
that are a direct function of antenna
current .

g
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The radiated electric field from a
biconic is Eq (t) = 6C V(t - R)/Z4 R sin o.
For © = 9(Q0 ?normal to the biconic), the
radiated electric field varies ae shown.
The radiated magnetic field is related to
the electric field (Eg) by the free-space
impedance (Eg = nHy). This radiated field
propagates from the biconic on a spherical
wavefront. If the biconic antenna is .ong
compared to the applied voltare rise tlme,
then the rise time and peak magnitude are
preserved in the radi.:ed field.

The near-field compon:nts 1/RZ¢ and
1/R3 must be considgred near the bicounic
or dipole. The 1/R¢ compcnent varies as
the time integral of antenna cuireni and
gradually is about 20% of the 1/R coupon-
ents. The 1/R3 component is even smailer.
However, at distances close to the antenna,
the magriitudes of the near-field compon-
ents should be determined so that their
contributions to the test object response
can be assessed.

For applied voltages with long time
durativns, a biconic dipole soon becomes
very large in diameter. Thus, biconic
dipoles are normally used for only the
rise time of a simulated EMP, thus limit-
ing the length (x) of the viconic section.
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For longer times, the biconic can be
terminated in a cylindrical antenna as
shown in the figure. The applied voltage
rise time is radiated from the biconic
section, and the later time signal is rad-
iated from the cylindrical antenna. Iu
this way, a pulse with a fast rise time
and slow decay time (governed ™y the
length of the cylindrical anteuna) can be
radiated. The applied voltage wavefront
traveling along the axis will see the dis-
continuity in the radiated signal. This
mismatch can be minimized by impedance
matching the two antennas., Shown in the
lower figure is an exponential match be-
tween the two antenna sectious.

The lethh of the antenna must be
long comparec with the applied voltage
duration so that reflections at the
antenna end occur after the initial pulse
duration. Thus, the radiated signal for
a biconic-cylindrical antenna combination
can duplicate the applied rise time and

eak magnitude on the biconic section,
ollowed by a radiated signal that de-
pends upon the applied voltage and cylin-
drical antenna impedance. When this
signal is reflected from the antenna ends,
it wil. be reradiated from the cylindrical
intenna. The reflected signal will follow
the initial radiated pulse; i.e., if /¢
is larger than the applied signal durationm,
then the reflecte . signal wil% be time
separable from the initial sigmnal.

Reflections at the dipole ends can
be eliminated by lovading the cylindrical
section of the antenna. This loading,
which can be continuously distributed or
distributed as lumped resistors, dissi-
pates the applied signal before the an-
tenna en’s. An alternate technique often
employed is to terminate the antenna with
resistive elements to ground. This ap-
proach is valid since the proprgation of
the low freouencies on a dipole near the
earth can be treated as a transmlssion
line ouver earth and terminated with the
effective transmission line characteristic
impedance.
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Resistive Loaded
Horizontal Dipole Antenna
v

The biconic terminated dipole antenna
described previously represents an exotic
design that is capable of radiating a sat-
isfactory simulation of a horizontally
polarized EMP waveform. Such a design is
required for many testing applications.
However, for some applications a less
couplicated, easy-to-construct design may
be adequate. The resistive 1naded hori-
zontal dipole shown is such a design.
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Long wire dipole simulators are typi-
cally sub-criteria level simulators. They
are usually on the order of 1000 feet long
and, therefore, capable of illuminating
larger structures. Planarity of the phase
front is obtained at the expense of field
level since the fields fall off as 1/R
(R bein% the distance from the antenna).
Angle of arrival can be varied also by
moving out along the center line of the
antenna. Polarization is predominantly
horizontel on a line normag to the axis
of the antenna passing through the center
of the antenna. Ground effects and
static fields must be considered in the
ugse of these facilities.

To simulate an EMP, the radiating
antenna must radiate at an adequately
fast rise time and must be electrically
long enough to radiate the entire wave-
form. One simple approach to eliminating
the dipole end effects is by resistive
loading of the cylindrical section of the
antenna tc distribute the end reflection
along the entire length of the antenna.
This loading, which can be continuously
distributed or distributed as lumped re-
sistors, dissipates the applied signal
ajong the antenna and at the antenna ends.

The horizontally polarized resistive
loaded dipole anitenna is also called a
"long wire" antenna and consists of re-
sistively loaded horizontal dipole ele-
ments, two high-voltage dc power supolies,
and a high-voltage spark-gap switch as
illustrated. he two halves of the dipole
are separated initially by the spark-gap
switch and are slowly charged to opposite
dc potentials (through a high charging
resistance) from high-voltage dc power
supplies until the spark-gap firing volt-
age is reached. The spark gap then fires,
connecting the two oppositely charged
halves of the dipole, producing a rapid,
transient antenna current that is attenu-
ated by the loading resistors as it propa-
gates out from the spark gap. The
resulting transient dipole antenna current
is responsible for the radiated electro-
magnetic {ields produced by the antenna.
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The resistive loaded antenna is
basically a symmetrical, horizontal di-
pole antenna drive by a step-function
voltage source at the terminals. The re-
sistive loading along the dipole elements
attenuates the step-function as it is
propagated along tge elements, so that the
refgection from the end of the element is
small and the antenna does not ring. The
radiated broadside field is thus a fast-
rising pul=ze with a slow decay time, which
is determined by the resistive loading.
Because the resistive loading is lumped
at intervals along the antenna elements,
the rate of decay is not perfectly smooth.
Furthermore, because the spark gap does
not become conductive instantaneously, the
applied voltage has a finite rise time
that depends on the applied voltage rise
time and the impedancs characteristics of
the first cylindrical section of the an-
tenna.

The initial current Iy in the antenna
can be determined from the applied voltage
and cylindrical antenna impedance as in
the previous discussion of a dipole an-
tenna. This impedance is valid for times
less than the clear time for the first
ground reflection to be seen at the an-
tenna elements. The initial current
propagates along the first element with

12 Z. = constant (Z. is a function of
dgstance) to the first lumped resistor,
R}, where the current is divided into a
reflected current Ir; given by:

. _ 2. @y 4Ry N
Ry Z, vz, ¥R i

and a transmitted current ITl given by:

27
In = 1 I,
T, 77+, TRy

s

where Ij is the current in the first an-
tenna element at Ry, 21 is the antenna im-
pedance of the first antenna element
impedance at Ry, and Z3 is the second
antenna element impedance at R]. The
transmitted current Ip; times the antenna
impedance 27 creates a new voltage wave-
front Vp, that propagites along the next
an:enna'élement. The reflected current
causes a voltage wave Lo propcgate back
toward the gap.

This process is repeated at each
lumped resistance as the wave propagates
along the antenna elements. For later
times during the waveform - after the time
re;.ired for the first ground reflection
from the gap to reach the particular
lumped resistor - the impedances Zj and



Z, will be replaced by the single wire
impedance over ground established by:
Zp = 60 tn 2h/ry, where 2y = terminated
transmission line impedance, h = height
of line, and r, = cylinder diameter.

The lumped resistnrs attenuate the
antenna current gradually, so that current
changes are relatively small and the cur-
rent is practically eliminated by the time
the current wave reaches the end of the
long wire. Generally, 20 lumped resistors
will provide a relatively swooth current
waveform.

The resistive loaded dipole antenna
radiates a field that is determined by the
antenna current, which is controlled gy
the antenna resistors, by the antenna im-
pedance and by the antenna length &. The
effect of antenna length on the radiated
field normal to the antenna at the antenna
gap for one synthesized antenna current is
shown in the figure in ncrmalized time.
Two radiated field features are demon-
streted in the figure. YFirst, the reflect-
ed current at the ends of the antenna
create a reflected field that increases
as the antenna length is decreased, thus
increasing the synthesized field over-
shoot. Second, the svnthesized field
crossover time must be less than &/c if
this overshoot is to be small. Generally,
a ratio of antenna electrical length to
crossover time of 1.4 will limit the over-
shoot to less than 20 percent.
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EFFECT OF FINITE ANTENNA LENGTH ON PULSE SYNTHESIS
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The EM fields from a dipole antenna
are radlated as a spherical wavefront with
the origin at the antenna feed or gap.
The electric field is in the plane con-
taining the antenna and orthogonal to the
line of sight to the gap. The magnetic
field is orthogonal to the electiic field
and perpendicular to the plane ccntaining
the antenna. Both fields ar: at a maxi-
mum in the plane through the gap gerpen-
dicular to the antenna axis (8 = 90
degrees) and decline to zero in the di-
rection of the antenna axis (8 = 0
degrees). The field magnitude is propor-
tional to sin @ between these extremes
and to 1/R from the gap (where R is the
distance from the antenna along the cen-
ter line).

For a horizontal dipole over the
earth, the spherical wavefront will first
intercept the earth directly beneath the
gap. When the wave comes in contact with
the earth, it will spread in a circular
pattern along the earth. The magnitude
of the E-field at the earth will be cen-
stant along a line parallel to the antenna
axis. However, the ariival of the field
along this line will be delayed away from
the gap because of the spherical wave-
front arrival along the line. The same
phenomena applies along any line parallel
to the antenna axis.

When the long-wire antenna is charged,
a static electric field exists about the
antenna which, at the surface of the
ground, is vertically directed. When tue
spark gap fires, this vertical field be-
gins to collapse as the discharge wave-
front propagates down the charged antenna;
a gradual change in the vertical field of
the antenna results. The charge on the
two elements is of opposite polarity, so
that the static field of one element tends
to cancel the field of the other. How-
ever, the cancellation is complete only
at the center line, where both elements
are equidistant from the observation point.
Off the center line, the observation point
is closer to one element than the other.

Therefore, the field of the near ele-
ment is stronger than that of the far
element, and the propagation time is short-
er from the near element to the observation
point than from the far element to the
observation point. This difference in
propagation produces a slight overshoot
in the net field; otherwise the vertical
field would have the appearance of a
slowly rising step function. The varia-
tion of the vertical field strength with
the position of the observation point is
quite complex, however, because the field
strength depends on the difference .e-
tween two quantities whose magnitudes
vary at the inverse cube of the range
and whose times of arrival at the obser-
vation point also depend oun the vange.
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Ground Effects -
Horizontal Polarization

The long wire or biconic dipole an-
tenna radiates a wave that expands as a
spherical wavefront. This spherical wave
differs from a plane wave in that, as the
distance off the centerline (x) is in-
creased, the wave arrives At seconds later.
Thus, there is a time depencdence and am-
plitude dependence for the fields imping-
ing on a system near a dipole antenna.
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Wavefront
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At the surface of the ground, the
radiated fields are incident at an angle
() that decreases with distance from the
antenna. The presence of the ground re-
flects the fields which, in turn, recombine
with the direct fields from the antenna.

| - Incident Wave
R - Refilected

Wavefront ~
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The ground reflection (one plus the
reflection coeffirient) effect with fre-
quency. shown here for a 14° incident
angle, alters the field-time history. At
short times (high frequeucies), the earth
agpears to be a dielectric. At late times
(low frequencies), the carcth is a good
conductor. The reflection coefficient
(Ry) for horizontal Eolarizatlon is neg-
ative (field reversal).
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The effect on the electric field
ver{ near the ground is shown here. The
high frequency rise time is preserved,
and the low frequency content is decreased.
The reflected wave is of lower magnitude
than the incident wave and is reversed in
polarity for the horizontally polarized

component,
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Thus, at a height abova the ground,
the electric fields add algebraically as
shown here. The effect is a distortion
of the pulse rise time.

Similar reflections occur for the
magnetic field H so that the magnetic
field above the surface is also distorted;
howevar, in the case of the magnetic
field, there is no phase reversal,
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ELECTRIC FIELD ABOVE EARTH

Because both the horizontal electric
field and the vertical magnetic field are
operated on by the factor 1 + Ry, neither
of these components has the shape of the
incident pulse. At the surface, however,
the horizontal electric field induces' a
current in the soil (displacement current
in early time and conduction current in
late time) with an associated horizontal
magnetic field. This horizontal magnetic
field, Hy, is related to the total hori-
zontal e{ectric field, E, through the
intrinsic impedance, ng, of the soil.

For grazing incidence on a soil of
high dielectric constant, this becomes

2 sin ¥

) n,

H, = E

Since the dielectric constant of
soil is generally large, the horizontal
magnetic field at large distances from the
antenna will have the same frequency de-
pendence (and, therefore, the same time
dependence) as the incident horizontal
electric field. Hence, measurement of
this component of the magnetic field will
provide the incident pulse shape even
through the principal components are dis-
torted by the ground and by interference
of the direct and reflected waves.

Vertical Monocone

Another variation of a pulsed radi-
ating illuminator to provide vertically
polarized fields is the inverted vertical
monocone antenna. A conic section antenna
is utilized, as in the case of the biconic,
to provide for the efficient radiation of
the high frequency content of the pulse.

Due to construction difficulties and
cost factors, the height of these types
of antennas is usually limited to about
33 meters. This obviously limits the low

7-28

BRI P L R

frequency response to several hundred
kilohertz (. 900 kFz). To minimize ra-
flections on the antenna, and consequent-
ly pulse distortion, the antenna is
resistively loaded along its entire length,
usually with discrete resistive elements,
as shown,

To Pulser

INVERTED VERTICAL MONOCONE WITH RESISTIVE
LOADING

To improve the low frequency char-
acteristics, longer tail on the pulse,
one variation which has been employed is
to use a terminated transmission line top
loading on the antenna. The principal of
operation is the low frequencies (<1 MHz)
are provided by the fringing fields from
the transmissior line. The far end of
the transmission line is terminated to
earth with an impedance equal to the
characteristic impedance of the trans-
mission line to minimize reflectioms.
This configuration is illustrated in the
figure,
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Ground Effects -
Vertical Polarization

Radiation froimn a vertically polarized

antenna (inverted monocone or monopole)

is in the form of a ground wave. The re-
flaction coefficient for vertically polar-
ized waves at various angles of incidence
(angle between the earth's surface and
direction of the incident wave) is shown
in the figure.

W Deyreas Above Morizon

MAGNITUDE AND PMASE OF THE PLANE WAVE REFLECTION CO-
EFFICIENT FOR VERTICAL POLARZATION. THE C'JRVES ARE FOR
A RELATIVELY GOOD EARTH (0 +12x107%, ¢, *13) BUT CAN BE
USED 1O GIVE APPROXIMATE RESULTS FOR OTPER EARTH CON-
DUCTIVITIES BY CALCULATING THE APPROPRIAY = VALUE OF
X8I0 5/ 1,

The magnitude of the electric vector
of the reflected wave at grazing incidence
(¢ = 0) is equal to the ma%nitude of the
incident wave and hes a 180 degree phase
reversal. The magnitude of the reflection
coefficient decreases with angle of inci-
dence until the Brewster angle and then
increases again toward unity. At grazing
incidence the reflection coefficient is
equal to one independent of frequency or
ground plane conductivity. Above the
Brewster angle the magnitude {s a function

of frequency and ground plane conductivi.v.

It variee directly with a prrameter x
given by:

3
x,_“_)é_;;,_wxlo g

fmc
where
o = ground plane conductivity
fMHz frequency ln megahertz
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The phase of the reflection coeffi-
cient varies from minus 180 degrees at
grazing incidence to near zero above the
Brewster angle being equal to minus 90
wegrees at the Drewster angle. The re-
sult 1s destructive interference between
the incident and reflected waves below
the Brewster angle and construction inter-
ference above.

The ground wave can be divided into
a space wave and a surface wave, The
space wave consists of a direct and re-
flected component. When a radiating an-
tenna is far above the ground plane
(verticsgl dipole) the incicdent wave is
plane and the ground wave and the space
wave are identical. When the antenna
(monocone) is on or near the surface, the
incident wave is not plane and the re-
flected field must contain components in
addition to those contained in the space
wave. These additional components are
the surface wave,

Because of the nature of the reflec-
tion coefficient, the direct and reflected
fields of the space wave cancel for low
angles of incidence for a finite con-
ductivity ground plane. Therefore, the
only field produced by an anternna on the
surface of the earth (ground plane) is the
surface wave which is not cancelled.

The radiation pattern for a vertical
antenna on the earth's surface i shown
in the following figure. Both the space
wave and surface wave relative intensity
is shown as a function of the incidence
angle.
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VERTICAL RADIATION PATTERN OF A VERTICAL DIPOLE AT THE
SURFACE OF AN EARTH HAVING FINITE CONDICTIVITY. THE PARA-
METER nex/ay AMD &N AVERAGE VALUE ¢ *1% HAS BEEN USED
BOTH SFACE WAVE AND UNATTENUATED SURFACE WAVE TERMS
ARF SHO'WN,

The surface save has an attenuation
factor associated with it that is direct-
ly preportional to the ground plane con-
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ductivity and inversely proportional to
frequency and distance from the antenna.
The attenuation is approximately equal :to
zerv within a few wave lengths of the an-
tenna and increases with distance. Tuis
factor is related to ground losses for
ground planes with finite conductivity.
The result is the hiﬁh frequencies are
attenuated whereas the low frequencies are
not at the surface of the earth. Above
the surface, the space wave dominates

and this effect is not seen. Cousequently,
at or near the surface of the earth, the
rise time deteriorates (is slowed).

These loases associated with the
finite conductivicy of the ground plane
result in a horizontal electric field
produced in the ground plare. This fur-
ther distorts the wave in that the wave-
front (E vector) becomes tilted.

These effects of a finite ground can
be reduced by providing a high conductiv-
ity ground plane for the radiator. This
could be of the form of a highly conduct-
inghmetal mesh, such as copper clad steel
mesh.

CW Radiators

The bounded-wave and radiating struc-
tuires that have been dis:ussed are hroad-
ban! transient elements. For CW signals,
som; special forws of radiators can be
used,

These radiators typicalliy cover the
frequency spectrum from a few MHz to 100-
200 MHz due to limitsations on the radiat-
ing structures. Antemna configurations
ave comfonlv log periodic types. Field
strengthe are usually to 1 v/m or less in
most cases. Both vertical and horizoatal
polarization is possible.

These facilities can provide coupling
response data as a function of frequency.
To reconstruct the time response would re-
quire measuring both amplitude and phase.

The lug periodic antetina is a CW an-
tenna that can be used over u ten-to-one
frequency range. The ratio of adjacent
element lengths 1= giveu by t, and u is
the array angle. These two parameters set
the number or spacing between elements.
Essentially, a log periodic antenna is s
sexies of overlaﬁptng dipoles rhat do not
vary thelr length rapidly, Thus, as the
longest dipole decreasea in radiation
effl2iency with increasing frequuoney, the
next element increases. Thus, the phase
center of the array moves tcward the

smaller elements as frequency is increased.

Dipole elements are pnysically attainable
for fiequencies down to about 1 or 2 Miz,
Log periodic antennas for horizontel or
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vertical polarizations are commercially
available above 2 Miz.

]

t--€ﬁﬂ

For fields below 1 MHz, tuned elec-
trically short antennas can be used. For
example, a vertical monopole 100 feet
long is resonant at about 2.4 MHz. Below
1 MHz, this antenna is capacitive and
will have a current distribution that is
approximately linear. The magnitude of
the base current, I,, can be maximized
by tuning the antenna capacitance with

inductance.
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The fields of a vertical monopole
are given by:

I he I jw‘-‘ 1
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whare:

10 = Base curyent in amperes (with
factor elut omitted)

he = Effective heizht of monopole
in meters

w = 2rf, the signail radian fre-
quency

My = AT X 10"7, the permeability
of free space

€g = 367 x 10'9, the permittivity
of free spice

k - m/uoco, the phase zonstant

g = /h°7e°, the intrinsic imped-
ance nf free space

h| = /-1

and v, 6, and ¢ are the spherical coordi-
nates with the origin at the antenna
base, and the axis of the antenna is the
8 = 0 line.

. The 1/R terms are the radiated far
fields. Near the antenna, the so-called
near fields, 1/RZ and 1/R3, must be con-
gidered.

The 1/R field term predominatea after
3 to 5 wavelengths from the monopole. In
the far field, E and H relate by the free-
space impedance.

Near the monopole, a wavelergth or
so, E and H are no longer related by the
free-space impadance. H decreases with
frequency, wt.'e F is a relatively con-
stant electroscatic field.

Fieid at o Fixea Distance

Log Magnitucle

Log Frequency
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The ficlds that - adiate from a
monopole over real earth have an elect:ic
field in the direction of propagation
(Ex). Tuo the far field, the electric
field is elliptically polarized with a
tilt in the forward direction. Near the
monopole, this ellipge is backward tilc-
ing. This tilting is caused by the change
in time phase between the E-field compon-
ents.

For low frequencies, the influence
of the near-field components must also
be considered,
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7.5 DIRECT INJECTION TECHNIQUES

Energy can be inmposed on a system
without creating electromagnetic fielus
in free space. Currents and voltages
can be indirectly (cable drivers) or
directly ‘direct connection, hard wired)
injected into a system. The energy
source to supply the current and/or volt-
age can be any of those described pre-
viously in the discussion of energy
scurces. The rcnergy source and waveform
chosen will be dependent on the object-
ives of the test program. This section
will! present alternative concepts for
coupiing the energy source to the sub-
system, and/or equipment under test.

Cable Driyers

In determining an energy source for
driving system or sub-system cables, con-
giderution must be given to the minimal
requirements in terms of both amplitude
and spectrzl response. The amplitude of
the shield or wire currents should at
least be equal to the amplitudes derived
from the coupling analysis or coupling
measurements ecaled tn the specified en-
vironment criteria. This is true for
either shielded cahles or unshielded cahles.

P




The spectral content of the energy
source 1s another matter. For unshielded
cables, the spectrum should agree with
the coupling analysis or measured data.
For shielded cables, however, the trans-
fer impedance of the cable will modify
the spectrum of the signal seen on the
interior wires. The typical transfer
impedances for solid shields and braided
shields is as shown in the figure.
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From the figure it can be seen that
solid shields act like a low-pass filter.
Braid shields, on the other hand, ect
like a low-pass filter until the frequen-
cies are high enough to penetrate through
the holes in the braid. Based on this
typical response, a low frequency driver
may be sufficient for solid shield cables
but inadequate f£or braided shield cables.
This must be verified, however, since this
response must hold true for the csbie in-
cluding the cable connectors.

Direct injection techniques may be
employed in either the time of frequercy
domain as stated earlier for field illum-
ination techniques. To reiterate, if
frequency domain measurements are employed,
it is essential to measure both the amp-
litude and phase response if reconstruction
of the time history of the pulse is de-
eired.

Shielded Cable Driving Techniques

Cable shields can be driven by form-
ing a transmission line between the cable
shield and added conductors around the
shield. This formed transmission line
can be driven at one end with any pulse
shape and terminated in its character-
istic impedance. One of the simplest
concepts for obtaining a uniform current
density and characteristic impedance in
a cable shield is to make the cable shiel.
the center conductor of a coaxial trans-
mission line as illustrated.
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Concentric Return Path

Shigided Cabie

Source @)

CONCENTRIC CYLINDER CURRENT INJECTION COUPLING
STRUCTURE IN A COAXIAL TRANSMISSION LINE

With this configuration, the char-
acteristic impedance (Zo) of the trans-
mission line formed by the cable shield,
and its concentric current return path
is:

r
ZO = _69. log r._g.
/E; s

r, = radius of the return path
(cylinder)

r = outside radius of the shield

€ = dielectric constant of the
material between the shield
and return path.

As mentioned, the driving energy
source can be an exponential pulse (capac-
itor discharge), a rectengular pulse, a
damped sinusoid, etc. The exponential
current pulse obtained from the capacitor
discharge into a terminsted transmission
line has thz desirable characteristics
that (1) it is a fair simulation of the
pulse shape that is induced in buried
cables by the EMP, and (2) its spectrum
is continuous - that is, it contains no
dominant zeros or poles where the current
spectrum is very small or very large.

(For example, the rectangular pulse spec-
trum contains many zeros, and the light-
ly damped sinusoid spectrum is dominated
by a narrow band). Although the flat
bandwidth of the exponential pulse is
1/2nCZp, (C is the capacitance of the
discharge type source) its usable band-
width is much greater because the spectrum
is well behaved even when its magnitude

is decreasing as 1/f. The usable spectrum
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is determined by the rise time of the
pulse.

The capacitance, voltage, and char-
acteristic impedance of a capacitive dis-
cha:rge source can be manipulated to obtain
the ﬁesired spectral magnitude, peak cur-
rent, or bandwidth within the ranges per-
mitted by available capacitors and voltage
breakdown limits of the coaxial configura-
tion. The relationships for determining
these characteristics of the source are:

Bandwidth = 1/2nCZ°. in Hz

Spectral magnitude = CV, in
ampere-seconds

Peak current = V/Zo, in amperes.

An approximation to the above con-
cept of using a solid cylinder can be
obtained by using a cage of wires. The
number of wires required and their spac-
ing is dependent on the highest frequency
of interest in the source spectrum. inner Shisld

| Cabls Driver for Shisided Cables SHIELD AS A COUPLING STRUCTURE FOR CURRENT INJECTION

Cables

Criving Linas

A second variation of the coaxial
cylinder coupling geometry, as illus-
trated, also makes use of the natural
environment of the cable system. In this
case, the shielded cable is buried in
the soil and is insulated from the soil

—
E;j

Coaxial cylinders can also be formed by its plastic jacket. Since the metal
from the two outer shields of a double- shield, plastic jacket, and soil form a
shielded cable to drive a current in the natural coaxial geometry, they can be
inner shield. This scheme, as illus- used as the coupling structure for pro-
trated, is very efficient in terms of the ducing current in the shield. If this
pulse driver requirementc because only driving scheme is to be effective, the
the current in the inner shield must be insulating jacket on the cable must be
simulated and this current is often free of penetrating cut:- or abrasions
smaller than the total cable current in- throughout the length of the cable that
duced by an incident EM wave. Whether is to be driven. It will also be nec-
or not this driving technique can be used essary to establish a low impedance
depends on the characteristics of the connection to the soil at the driving
shield system and the inner shield current point so that an acceptable fraccion of
waveform. To apply this technique or any the source voltage is applied to the
direct injection technique, the designer transmission line. Finally, the wave
must have prior knowledge of the inner propagating on the transmission line
shield current waveform (from either test must not be severely attenuated by the
or analysis) to determine the coupling soil return path so that it is dissipated
between the incident EM wave and the before a sufficient length of cable has
inner shield. been excited.
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GROUND RETURN AS A COUPLING STRUCTURE FOR
CURRENT INJECTION

In practice, the required bandwidth
of the current pulse spectrum and the
voltage limitations of the terminating
resistor and capacitor bank require that
the characteristic impedance be made as
small as possible. The lowest character-
istic impedances are available in coaxial
transmission lines; however, it is diffi-
cult to construct such a line (except in
those csses digcussed above where the
natural geometry of the system can be
used), if the test cable is more than
about one hundred feet long, particularly
if the outer shield of the test cable is
not insulated for high voltages. In spite
of its very desirable eleccrical features
(i.e., low characteristic impedance and
uniform current distribution), this meth-
od of forming the transmission line has
limited application because of the mechan-
ical problems of drawing long cables
through pipes and providing high-voltage
insulation between the cable and the pipe.

An alternative to the coaxial line
is the parallel-wire transmission line.
The characteristic impedance of a paral-
lel-wire line with unequal diameters as
illustrated in the figure is:

2 2 2
120 -l 4D" - d; - d,
Z dydy

(] Er
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PARALLEL-WIRF TRANSMISSION LINES
WITH UNEQUAL WIRE DIAMETERS

where D is the wire spacing, dy and dp
are the wire diameters, and ¢, is the
dielectric constant of the insulating
medium. When allowance is made for high-
voltage insulation, it is difficult with
a single driving conductor to obtain
characteristic impedances of less than
100 ohms. It is possible to reduce this
impedance by nearly 50 percent, however,
by using two conductors in parallel (as
illustrated by the second conductor in-
dicated by the dashed line in the follow-
ing figure) to drive the test cable.

PARALLEL DRIVING I.INES AS A COUPLING STRUCTURE
FOR CURRENT INJECTION

This arrnngement also produces a
-more uniform distribution of the current
in the outer shield of the test cable and
reduces nagnetic coupling to the core of
the cable.

It is fairly easy to construct a
long, low-impedance uniform test line
using the parallel-wire configuration as
illustraced here.. High voltage lines are
used to drive the test cable, and the
test cable is used as the low-voltage re-
turn for the paraliel wire line.
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A variation of the garallel-wire
driving structure is useful for driving

shielded cables with insulating jackets
that are routed alon§ a metal structure
.e trays as illus-

or laid in metal cab
trated,

EQUIPMENT GROUND AS A COUPLING STRUCTURE
FOR CURRENT INJECTION

The configuration has the character-
istics of a symmetrical two-wire trans-
mission line, since the ground plane can
be replaced by an image conductor to form
a two-conductor line having twice the
characteristic impedance of the conductor
and ground plane. This method of driving
the shield is limited to applications

where one end of the shield can be removed

from the ground and counected to the en-
ergy source. In cases where simulation
is required, it has the advantage that
much of the pulse shaping is accomplished
by the system structure, if the cable
length and terminations are preserved.

If both ends of the cable shi:ld are
grounded to the structure in the system,
and it is desired to nreserve this trans-
mission line configuration so that the
geometry of the system will shape the
current waveform, then the current may be
injected by means of a current cransform-
er constructed as illustrated in the
following figure. The toroidal core can
b split and clamped around the cable
without distrubing the cable system.
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= Structural Ground (Both Ends)

CURRENT TRANSFORMER TO INJECT
CURRENT ON A GROUNDED CABLE SHIELD

The equivalent circuit of an N turn
primary and single-turn secondary current
transformer referenced to the primary is
illustrated below. Ll and C; are the
primary inductance and stray capacitance,
R, is the core loss resistance, Lg is
tﬁe core leakage inductance, and Lo and
Ly are the secondary inductance an
capacitance.

stray

g Ly

EQUIVALENT CIRCUIT OF A TOROIDAL
CORE CURRENT TRANSFORMER

Unshielded Cable Driving Techniques

The current transformer concept can
also be used for drivirg individual or
multiple unshielded wires. For unshielded
cables, signals can also be injected si-
multaneously on all or individual wires
by small capacitance as is indicated
here. The cables are placed within a
conducting cylinder that forms “he drive
side of each coupling capacitance. This
scheme is an easy method to loosly couple
energg to multiple wires without disrupt-
ing the normal circult operation,.

* v Rt vl R AANERTRAY ;.




Cable Driver for Unshieided Cablige

®ipe

High Volitage
Power Supply

This approach to simulating voltage
injection into unshielded cable bundles
induces currents that simulate the common-
mode current that was measured in a low-
level test of the complete system and
assumes the currents will distribute prop-
erly between the individual wires in the
bundle. Although this appreach is use-
ful, particularly in the early stages of
the system test, the results can be mis-
leading. Interconnecting cables between
equipment cabinets within a shielded en-
closure are often excited by currents
conducted along a cable or along some of
the wires in the cable rather than by
coupiing to ambient EM fields. Conse-
quently, the current in the individual
wires is not necessarily determined by
specifying the total current in the bundle
and the individual wire terminations.

For example, assume that a bundle with
many conduciors contains some conductors
that are connectad to circuits outside a
shielded enclosure as well as to some

that are intercounecting conductors for
circuits totally within a shielded en-
closure. Thus, the interconnecting bundle
contains some conductors that are tight-
ly coupled to the conductors in the ex-
ternal bundle. Ir such a case, it is
probable thtat the excitation of the inter-
conaecting bundle will be dominated by

the signal on those wires from outside

the shield and that the signal on the
remainder of the conductors in the inter-
connecting bundle will result primarily
from mutual coupling among the conductors,
4 bulk common-mode current injected into
the interconnecting wire-bundle, there-
fore, will not produce the same system
response in the equipment as the bulk
current prcduced by the EMP environment.

In the case described above, the
bulk-current injection would procduce a
much more effective simulation if it were
made on the wire bundle entering from
the external equipment. If it were not
possible to inject the test pulse into
the external conduztors (for example,
only the interconnecting bundle was easily
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accessible), each conductor in the inter-
connecting bundle might have to be
driven individually. Usually, it is
poseible to rank the importance of the
individual wires in terms of the sus-
ceptibility of the circuits served by

the wire so that precise simulation is
not necessary for every wire in the
bundle.

Direct Injection on Signal-Carrying Con-
ductnrs

The injection of the test signal
into signal-carrying conductors, such as
tha core conductors of a shielded cable
or the conductors of an unshielded cable
or equipment terminals, usually requires
a more carefully designed experiment than
the injecrion nf test signals into cable
shields. Most tests in which the cable
shield is driven utilize loose coupling
between the driving source and the nignal-
carrying conducto=ws bec 1use the shiel
usually preovides more than 20 dB of iso-
lation. Because of this loose coupliing,
the system impedances that affect the
responses of the signal-carrying conduct-
ors are not significantly affected by
the driving system and the responses
essentially occur from natural excitation
of the cable shield. When the test sig-
nal is injected directly however, the
driving source and coupling-system im-
pedances may alter the system response.
Thus, additional effort may be required
to evaluate the effect of these differ-
ences - that is, to determine the system
response had the effects of the injection
system not been present or to place
bounds on the possible effects of the
injection system.

Cirect injection of test signals on
signal-carrying conductors of shielded
cables also requires a more comprehensive
understanding of the interaction of the
system with the electromagnetic pulse,
inasmuch as the designer must be able to
determniine (either through analysis or
experiment) the EMP signal that couples
to and penetcates through the cable
shield. For unshielded cables, antennas,
and power lines directly exposed to
electromagnetic radiation, however, the
problem of specifying the pulse shape
may te ne more difficult than that of
specifying the pulse shape for shielded
cables. The gquality of simulation re-
quired (or *t“e analyslis needed to justify
the quality ¢’ simulation used) may also
be consideratly greatev for direct in-
Jection info signal-carrying conductors
tacause all pulse shaping must be accomp-
lished by the driving source and coupling
network. The designer cannot take ad-
vantage of the pulse-shaping and lcose
coupling characteristics of the shield as

o e s
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is the case when teating with injection
of currents on cable shields.

Direct injection (hard wize connec-
tion) of common mode voltages into indi-
vidual wires of a cable bundle or directly
at the equipment terminals can he achieved
through an impedance matrix as shown in
the following figure.

IMPEDANCE MATRIX USED TO INJECT COMMON-MODE VOLTAGES

The impedance matrix should simulate
the normal impedances between the con-
ductors and between the conductors and
the cable shield or system ground.

This method of driving cable con-
ductors is perhaps the most straightfor-
ward and commonly used of all the direct
injection methods. It can also be used
with unshielded cables that are routed
along a metal structure (such as an air-
craft wing) or are placed in metal cable
trays. With unshielded cables of this
type, the current is driven against the
metal structure or trays rather than
against the shield. One disadvantage of
this method is that the cable being driven
must be disconnected at one end: hence,
the system may not be operzting in its
ncymal state during thie test.

When one end of the cable is not
accessible, another injection method must
be used. Such cases arise where discon-
necting the cable precludes nperating the
system in its normal mode - for example,
ilsconnecting the main power leads to
inject a signal oa these leads precludes
operating the system from power supplied
through the leads. 1In these cases, it
may be necessary to accept some compro-
migse in the quality of the simmlation to
perform tests economically. One approach
that can be used under certain conditions
is illustrated in the figure.
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CAPACITORS USED TO INJECT COMMON-MODE VOLTAGFS

At some suitable junction in the
cable system, the en2rgy source is capac-
itively coupled to the conductors and per-
mitted to drive thom with respect to the
local ground or chassis. As illustrated
in the figure, however, the current in-
jected at this point is divided into two
parts, one flowing in each direction from
the injection pcint. Because this method
of distributing the current differs radi-
cally from the current distribution that
would have resulted from the EMP excita-
tion of the system, some care is required
in designing a valid test using this ap-
proach.

Direct injection at the eguipment
terminals is often accomplished by driving
terminal pairs or between a single termi-
nal and ground. While this form of direct
irjecction does not provide the normal ex-
citation (all cable entries) of the system,
it is useful to determine damage thres-
holds of individual circuits within the
equipment ov subsystem. This form of
testing is applied principally to individ-
ual module testing for compliance to an
EMP soc :ification.




The basic test set-up is presented the coaxial line impedance. The resistor
in the followinz figurae. absorbs the reflection that occurs at the
far end of the shorted line. The charging
capacitor and resistor determine the pulse
decav time which is many microseconds,
Thu:, the driving current contains consid-
erable low frequencies. The reflections <
that occur in the line cre at frequencies
that are higher than those of iaterest for
solid shield cables. If braid shields were
being measured, the shorted end of the
line could be terminated to give a fast,
clean pulse rise. A typical test setup is
shown in the following figure for testing
in the time domain.
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BASIC DIRECT INJECTION TEST SETUP

Triommt Test Finigre

For this approach, the signal source SURFACE TRANSFER IMPEDANCE MEASURENT TEST SETUP FOR
is determined based on the test objectives. TINE DOMAIN
For damage threshold testing, the system
should be operating at the time of signal
injection. The unit should be terminated
in the actual load or a simulated load
with the same respnuse. For upset testing,
the unit under test must be operational.
in this case, cthe terminal loading being

the actual load is desirable. If this is The basic conatruction of the tri-
not practical, a simulated load may be axial tester for use in these tests is
used. The simulated load should have tha illustrated in the follovin{ figure. This
same frequency response chavacteristics configuration allows for a 1 meter length

of the actual lcad. of cable to be tested which is the normal- ‘
ized length for reporting the data.

CW messurements are also commonlx
used to assess system response to an MP
pulse. Usually these tests consist of
measuring the pin-to-pin, or pin-to-case
impedance as a function of frequency.

The basic aquipment for this type of test
consists of a swept frequency generator B
and a network analyzer that automatically F_L,
displays bota amplitude and phase of the
equipment ierminal impedance.
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lransfer impedance measurements of Lj
- shielded cables g;nibedm;de in the laborg

B atory. The shie s driven as a part o _

5 a transmission line, in this casce a co- =

axial line. The storage capacitor is TRAKIAL TEST FIXTURE FOR SUNFACE TRANSFER
discharged through a resistor that equals WPEDANCE MEASUREMENTS
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Transfer impedance measurements can
also be made on a CW basis. If CW {s
utilized, measurements of both amplitude
and phase (complex imgodnncc) must be made
at each frequency of interest.” A typical
test satup for frequancy domain measure-
ment of a cable transfer impedance is
illustrated in the following figure. In
this measurement setup, a swept frequency
generator and a network analyszer are
utilized to circumvent the tedious pcint-
by-point measurement task, although
point-by-point measurement is a suitable
alternative.
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TEST SETUP FOR SURFACE TRANSFER IMPEDANCE MEASUREMENTS

Passive Components

Two basic measurements are required

on passive circuit components. First,

the frequency response of the device must
be known in order to model the devices

for use in an analytical program. Second,
the pulse breakdown characteristics of
the device muat be determined, that is

the damage threshold.

The basic test setup for determining
the frequency response cf the device is
illustrated in the following figure. The
figure shows a capacitor under tes+ .:t
the same setup applied for most two ormi-
nal devices. Devices such as transformers
(four terminal devices) require a modifi-
cation of the setup.
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SWEPT MPEDANCE MEASUREMENT SETUP

The lead length connecting the source
to the unit under test and the ground
lead must be as short as possible so the
lead inductance does not cause a signifi-
cant perturbation of the frequency re-
sponse,

To determine the pulse damage thres-
hold of a device requires a pulse source
with a fast rigse time (equivalent to the
rate of rise of the EMP transient). The
pulse breakdown rating is usually sev-
eral times the dc rating, ro the pulse
source should be capable of several kV
output voltage. As in the case of the
frequency response measurements, the
leads on the unit under test must be
kept very short (< X% inch) or the lead
inductance will seriously impair the
measurement. A specisal low inductance
fixture is usually required.
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The test procedure for the low-leveli
frequency domain characterization of fil-
ters is the measurement of the S para-
meters., Based cn the tvpical TMP-induced
trensients, thesc measurements should be
performed at least over a very wide fre-

uency vange. This procedure consideirs
evelopment of scattering parametecrs by
reflectivity mecasurements. An alternate
procedure considers development of scat-
tering parametsrs by impedance measure-
ment: techniques. Both procedures are
applicable over the frequency range of
interest, generally from 1 kHz to 100
MHi. However, the reflectivity measure-
meni.s are mcre appropriate for frequencies
above 100 kHz, rartly because of equip-
ment availability. Above 1C MHz, the
reflectivity measurements can be more
accurate vnd simpler than impedance
neasurements,

The S parameters reduce to voltage
reflection and transmission coefficients
when characteristic impedance termira-
tions and source impedances are employed.
Therefore, the S-parameters can be easily
measured with commercially available test
equipment.

One of the scandard circuits for

measuring S-parameters is shown in the
following figure.
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STANDARD CIRCUT FOR MEASURING S-PARAMETERS

The setup shown, that is, the gener-
ator connected to port 1, provides the
S11 and S2] measuremeats. Connecting the
generator to port 2 provides the S12 and
S22 parameters through the relationships

By knowing the "S'" parameters, the
filter response for any waveform and in-
puct and output terminations can be deter-
mired nncl{tically. This is essential
since the loads are not purely resistive
over thte entire frequency range of inter-
est.

To obtsin the damage threshold for
filters, the concept illustrated is em-
ployed for low or high pass filters.

This concept requires a high voltage pul-
ser with a fast rise time. Iv is not
adequate for narrow band pass filters
since the energy spectral density in the
filter pass band is gerierally insufficient
to produce filter breakdown. In this
case, a high level pulsed KF source would
be more apprcpriatu. The test should be
conducted for both ports of the filter.
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PULSE TEST PROCEDURE rOR FILTERS

Terminal Protective Devices

Two sets of measurements are re-
quired to characterize the performance of
terminal protective devices for EMP appli-
cation. First, a set of quasi-static
measurements is required to evaluate the
static breakdown, extinguishing voltage,
follow current, etc., of the device. A
typical test setup is shown for measure-
ment of the static breakdown voltage.

20 MO X1
Variable
Power 20.0iu F *— Protector Under Test
Supply T

TYPICAL CIRCUIT FOR MEASUREMENT OF Vep
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The capacitor is incorporated so the
power supply is not damaged due to the
short circuit current when the device
fires. To determine the extinguishing
voltage, a3 secnnd regulated, - rotected
source is required,

The second set of measurements re-
lates to the device capability to respond
to a transient with a fast rate of rise.
In this case, a high voltage pulse gener-
ator with a variable rate of rise is re-
quired to determine the response time as
shown.

Since a short duration pulse is uti-
lized in this approach, the short circuit
current is usually not 2 problem if the
pulser is protected (current limited),
Again, since a transient is involved, lead
lengths must be kept short to eliminate
the effects of lead inductance. Usually
low inductance fixtures must be fabri-
cated to assure valid test data.

Variable
Pulse 50Q

Ganeratar Attenugtor Oscilloscope
500
L Test Device

TYPICAL CIRCUIT CONFIGURATION FOR MEASURING Vpg

A frequency response measurement is
also required to determine the nor-al in-
sertion loss of these devices. This
measurement car be performed by the same
approach as for passive devices.

Shielding Measurements

Shielding measurements are required
on a variety of enclosure sizes. Ideally,
the enclosure would be exposed to plane
wave fields in one of the simulator types
previously discussed. Many times, how-
ever, it is desirable to evaluate the
enclosure performance in the laboratory.
Standard measurement procedures are avail-
able.

Room size enclosures (a few meters
on a side) can be evaluated in the low
frequency (< 1 MHz) region by the large
loop test setup illustrated. This pro-
cedure, while no* providing the shielding
effectiveness for plane waves, does ex-
cite currents c¢ . all faces nf the enclo-
sure. This would locate such features as
poor seams, door gasketing, etc. This
approach can provide for good quality
control if the enclosure shielding ef-
fectiveness has been certified by plane
wave illumination.
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LARGE-LOOP TEST SETUP

To determine the high frequency re-
sponse, the test setup illustrated is
utilized in the UHF (30-300 MHz) band.
This approach tests the enclosure on a
piecemeal basis and again is good for a
relative measurement in the laboratory.
It will reveal Fflaws in the enclosure.
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UHF MEASUREMENT SETUP
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Measurements of seam performance,
door gssketing performance, or locating
apertures, etc., can also be performed
using the smsall loop concept illustrated.
This concept measures the shielding ef-
fectiveness in the lccal area of the loop.
By probing the enclosure, flaws can be
located.

Osclilotor

Twitted Wire Twisted Wire

Inner Shisiding
Surfoce

SMALL-LOOP TEST SETUP

The independent determination of
gasketing performance is often desirable.
To relate the relative performance of
various types of gasket materials, a stand-
ard fixture, as illustrated, is required.

— To Meosuring
= Instruments

111

Bolt Pratercbly s
Nunconducting

T
% || E—

LEM Gaskels Lﬁuguu
Under Tes*

To Source

SCHEMATIC CROSS-SECTION OF TEST FIXTURE
USING BACKSHELL SHMIELD
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Using a standard fixture, the gasket
performance can be documented on a norm-
alized transfer impedance (ZpyN) given by

ZTN = ZT(w) £ ohm-meters

where @
vV (w
- .8 ohms

2Zr@) = r Ty

Vs(w) = coupled voltage across
the inner surface of the
gasket

Is(w) = gheath current across the

external part of the
gasket

2 = gasket length.

The test setup for performing these
measurements requires only standard labo-
ratory instrumentation, plus a well
shielded enclosure as illustrated. The
pulse source rise time and duration must
be selected to provide a spectral content
at least as wide as the EMP transient.

Shisig Enclosure

Sgope
Monitar

Puise 5000 Ser.ws Current Gowert Tewt Scope with 80 {1
Source Revistonce Probe Finture | I Shunt Rewstor

PREFERRED TEST SETUP FOR GASKETS

Evaluating the shielding effective-
ness of vents (honeycomb, screens, etc.)
is another important aspect of shielding
measurements. Again, a standard test
fixture is required to obrain relative
performance, as illustrated.
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A tri-plate transmission line is used
as the exciting source in determining the
shielding effectiveness for plane waves--
as is illustrated below.

Termination

Flush

Triplate
P With Enclosure

Line

Puise

Source Shisld Room

SUGGESTED EXTERNAL TEST
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A tri-plate line is utilized for
greater uniformity of the incident £ield.
Utilizing a tri-plate structure with a
narsower center plate reduces fringing of
the field at the edges of the line pro-
viding a plane wave over the vent being
tested.

The setup shown is for the E-field
polarization normal to the plane of the
veat. For complete assessment of the
gasket performance, the other orthogonal
nolarizations of the E-field should be
used. This can be accomplished by the
gsame concept with alternate coniigurations
of the illuminating structure.

Semiconductor Device
Damage Thresho esting

Discrete semiconduvctor device damage
thresholds are normally obtained for the
b-e junction as discussed in Section IV,
The normal procedure is to test the de-
vice to destruction using a laboratory
pulse generatuy as a source, as illus-
trated.

Curve
Tracer

Puise
Generator

l

SEMICONDUCTOR TEST SETUP

Memory
Scope

The pulse source should have both a
variable amplitr = (for step testing) and
pulse width so 1e time dependence {slope
of the damage curve) can be obtained. The
setup shown is manual operation. A simi-
lar setup can be used for evaluating each
terminal of an IC.

Current limited pulsers can also be
used to advantage. Such pulsers could
have the short circuit current limited to
a value such that when the semiconductor
goes into thermal second breakdown, the
current through the device is below that
required for destruction of the junction.



If a large number of devices are to
be rested, automated test procedures
should be considered. Automated rest set-
aps for making these measurements are
available at the Air Force Weapons Labo-
ratory.

7.6 DIMENSIONAL SCALE MODELING TECHNIQUES

EM scale modeling of systems to de-
termine their responses to transient EM
fields is §enerally limited in the choice
of the scaling parameter by available
transient energy sources, When these
sources are in the forwm of switch dig-
charged capacitors, they can achieve tran-
sient rise times of the oxrder of 10-10
seconds through the use of mercury-wetted
reed type relays with contacts under gas
pressure in a coaxial geometry as illus-
trated. The capacitor is charged through
the charging resistor and discharged
through the coaxial gzometry, which is
formed Ly the switch and switch housing.
The capacitor can be replaced with co-
axial cable to form square output wave-
forms and the entire system can be
designed to operate at the coaxial cable
impedance. Energy sources of the type
illustrated can be constructed to produce
output voltages from 1 to 4 kV. They
can be easily converted to repetitive
pulses at ac power frequencies, and beirg
single-ended, can drive any scaled fielid
simulator that has a single-ended input
(for example, a monopole or parallel-plate
transmission line). By utilizing a balun,
a long dipole can be used to radiate EM
energy at any incidence angle or polari-
zation.

Capacitor . Qutput
‘ Coil Connector
” l b =
Charging Mercury \
Resistor Wetted
Switch

SCALE-MODELING TRANSIENT ENERGY SOURCE
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The systen for receiving and re-
cording scale model measurement wave-
foxms consists of sensors, a sampling
oscilloscope operated in the triggered
mode, and an X-Y recorder to display the
data. Sampling oscilloscopes can easili
have rise time capabilities of 3 x 10-1
seconds. To trigger operation from a
repetitive energy source, nuwever, it is
necessary tu use a deley line in the
signal chammel to compensate for sweep
delaye in the oscilloscope. This delay
line tends to limit the signal igannel
rise time to no better than 10° seconds,

Electric and magnetic fields and
the currente on conductors and conducting
surfaces of the models can be measured.
Small capacitive probe antennas utilizing
anodize as & dielectric such as that il-
lustrated can be used to sense the elec-
tric field that is normal to a conducting
surface. Such a sensor can have suffi-
cient capacitance to drive a coaxial
cable with a low frequency liwmit that is
adequate for observing transient pulse
widths of 20 ns. Thi sensor rise time
can be less than 10-1l gseconds.

Metal
Dielectric

~ Metal

ELECTRIC FIELD SENSOR

Commercially available probes for
measuring current density, J, or mag-
netic field, B, with a small slot antenna,
as illustrated in the folliwing figure,
have approximately 3 x 10-10 gecond rise
time so the current measuring capability
is the limiting factor in setting the
scaling factor if the electromagnetic
transient rise time is to be observed.
Special small loops can be constructed
to improve the current and magnetic field
measurement rise time; however, they
generally have decreased sensitivity,
which limits their application in scale
model measurements,

L T T R T
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EM scele modeling of a sysvem entails
& scaled construction of the conductive
and EM features of that system. The vari-
ous parts of the system are duplicated in
miniature. However, only those feaiures
that define the EM characteristics need
be properly scaled. Generally, only those
features that can have a first-order ef-
fect on the interaction of the system with
the incident wave must be reproduced in
the scale model. Features that have
little effect, such as internal conductors
and small apertures, do not need to be
reproduced; however, if they can be easily
scaled, they may improve the fidelity of
the mcdel. EM scale modeling thus is
used to study the gross features of the
sfystem that control the total system re-
sponse. Secondary energy coupling effects
that occur within the system are usually
niot readily amenable to scaling.

In the construction of EM scale
models, EM planes of symmetry can some-
times be utilized to reduce the model size
and to provide shielding for the instru-
mentation. Generally, symmetry planes
can only be utilized when modeling simu-
lators and very special gystems such as
missiles or aircraft. The conductive
materials used in scale models are commor-
ly copper sheet and wire, tubing, and
mesh., Earth is modeled by adding salt to
real earth to increase conductivity, Di-
electric materials are generally modeled
with plastics or wood.

The scale factor selected for model-
ing an EM response (or coupling) problem
depends on the purpose of the modeling
test. If the response caused by a 10-8
to 10-9 second transient rise time is to
be investigated, :rhen a scale factor of
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less than 50 will be required if the
scale midel measurements are to observe
this rise time. For large systems, it

is desirable to use larger scale factnrrs.
Fortunately, such factors can be used be-
cause the rise time respunse of systems
is approximately the excitation rise time
convolved with the time corresponding to
the dimensions of the system that are
parallel to the {incident field polariza-
tion, When using scale factors that give
a faster responfe than the measurement
systen regponse rise time, the data chould
be checked to verify that the rise time
is not lii:ited by the measurement system.

“hen scale modeling transient EM
coupling, it ie poscible to scale the EMP
transient waveform and thus obtain re-
stonse data that can be Jliractly intev-
preted for the transient response of the
full-scale system or for direct injection
waveforms, In scale modeling EM field
simulators or an entire system to deter-
mine the response of the components cof
the system, it ie often convenient to use
a short (or impulse-like) transient so
that clear times and system responses can
be ceparated. The following figure shows
an example of this approach for a modeled
monopole. Both the clear time and the
multiple reflections on the monopole are
directly observed and can be interpreted
in travel times on the scaled model.
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SCALE MODEL MEASUREMENT OF MONOPOLE REFLECTIONS

For observing the natural response
of a system, it is preferable to use a
long square wave with low frequency ener-
gies so that the system's natural reson-
ances can be observed. The figure shows
the response of a system to a short (im-
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pulse-like) transient and its response

to a long, square-wave transient. The
square-wave response is the integral of
the impulse response and provides a direct
measurement of the late-time (low frequen-
c7) reeponse tharscuaristics that sre not
easy to observe from the impulse responsc.
With careful interpretation, almost any
transient that excites the scaled system
can be ugsed to determine the response
characteristics of that system.
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7.7 SIMULATION FACILITIES

As an aid to the reader, brief des-
criptions of representative large scale
EMP simulators are presented. Tables
listing the basic characteristics of
these and additional simulators is also
provided.

Bounded Wave Simulators

ARES

The Advanced Research EMP Simulation
facility is another bounded-wave trans-
mission line simulator. ARES is a DNA
facility located on Kirtland Air Force
Base, New Mexico. The normal working
volume is 40 m high, 30 m long, and 40 m
wide. The transition sections are 76 m
long. The line impedance is about 100 2.

The ARES pulser has a nominal charg-
ing voltage of 6 MV and energy storage
of 50 kj. The peak output voltage is 45
Mv maximum. The energy source is a co-
axial line storage element and a Van de
Graaff generator power supply.

Field strengths on the order of ap-
proximately 110 kV/m are obtainable in
the interaction volume. The pulse rise
time is 6 nsec. The pulse width is vari-
able from 100-500 nsec.
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Housed beneath the facility is a
shielded instrumentation room containing
data recording and monitoring instru-
mentation. In eddition to hardwire data
links, a multichannel microwave data link
I8 alco aveilable.

TRESTLE

The TRESTLE simulator is presently
under construction at Kirtland Air Force
Base, New Mexico. It is similar ia ap-
pearance to ARES, but considerably larger.
It will produce fields in excess of 50
kV/m over an interaction volume of approx-
imately 80 1 x 80 w x 75 h meters. The
unique feature is a trestle for support-
ing the system under test in the center
of the interaction volume.

ALECS

The AFWL-LASL Electromagnetic Cali-
bration and Simulation facility is a
bounded-wave transmission line simulator
located south of the east-west runway at
Kirtland Air Force Base, New Mexico. The
working volume is 13 m high, 15 m long,
and 24 m wide. The transition sections
are 50 m long. The line impedance is
95 Q.

The electromagnetic pulse is pro-
duced by discharging a graded capacitor
stack into a short, 41-Q coaxial trans-
mission line (the peaking capacitor
concept) and by discharging this series-
combination into a transition structure
that mates with the ground plane and
parallel-wire top plane of the array.
The 41-Q coaxial line provides for the
initial, nanosecond rise time of the
wave, while the graded capacitor stack
provides for the large amount of energy
in the remaining portion of the wave.
The pulse launching system is energized
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by a 2.2 Mv Van de Graaff generator prior
to Aischarge. A triggered gap prevides
about one pulse per minute maximum.

The electromagnetic pulse that is
delix sred to the workirg volume ha3 an
approximate 1,7 Mv peak voltage, a rise
time of approximately 6 nsec, and a 150-
nsec decay (l/e). An experiment in the
working volume will see a peak E-field of
up to approximately 125 kV/m.

An underground, shielded room contains
dizgnostic instrumentation to implement
the desired testing programs. Hardwire
instrumentation links may be routed from
the working volume of the simulator and
the instrumentation room.

The ALECS instrumentation system con-
sists of a ten-channel microwave-data
system, a hdrdwire data system, a trace
recording system, a timing and firing
system, and attendant checkout and moni-
toring equipment. Most of the above sys-
tems are housed in the double-walled,
welded-seam, sheet-steel shielded rooms
that afford a 120-dB attenuation.

HEMP

HEMP is another bounded-wave trans-
mission line simulator located at the
White Sands Missile Range, New Mexico.
This simulator does nut have a working
volume section. The two transition sec-
tions are each 68 m long. The line di-
mensions where the transition sections meet
is 15 m high and 24 m wide. The line im-
pedance is 135 Q.

The transient source is a 10-stage
LC generator that can provide voltages of
50 to 400 kV. At 400 kV, the peak elec-
tric field is 26 kV/m with a 3 nsec rise
time. The transient decay time constant
is about 300 nsec.
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TEFS

The Transportable Electromagnetic
Field Simulator is a bounded-wave trans-
mission line simulator with multiple feeds
that is designed to propagate a transient
in the vertical downward direction. Five-
hundred and seventy-six transition sec-
tions, each with a line impedance of 200
¢ are used. Four transitions are paral-
leled and driven from a 50 Q cable.

The cabies (144 total) are commonly
driven from a single switch and capacitor
bank. The 144 sections can be configured
in & variety of ways to illuminate an
area of 40 x 40 meters. A field of 50
kV/m is provided with a 4 nsec rise time
and a decay time constant of 350 nsec.

Versions of this simulator are avail-
able at the White Sands Missile Range,
New Mexico and the Naval Surface Weapons
Center/White Oak Laboratory test facility
at Patuxent Naval Air Statiom.

Conical Transmission
Line or Horn

Metal Mesh
Metal Mesh Skirt
Skirt

Test Object
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The Simulator Induced EMP Ground
Environment simulator is & bounded-wave
transmission line simulator with multiple
feeds or transition sectlons. This simu-
lator is designed to tzst a buried system.
The workin% volume is 3 m high and uses
the earth for the lower plate, Four 80~
transitions drive the lire. One version
of this simulator is at the Air Force
Weapons Laboratory, Kirtland Air Force
Base, New Mexico.

Fiberglass Rod
Wood m\ -~
BN Lo e e Tormination
\\ o ‘P’?\t\;‘\‘:’ 1, 4 g4 Tronstiony
Homnger Asy - ® ‘“ N
Support Struchre \ .
- Oas

L RSN Enpanded Alsmmum
&+ Ground Plas
< Grownd Reds

w -
it ‘\ © imtrumantoton Hole
R “\ ~',.\ Concrete Bulhead
e N
. Tension Assy Conductors
* Tw-Bock Fiture
© Concrete Anchor

>

Tt Support Buikding ©

Long Wire Dipole Simulators

Sandia Long-Wire

One of the first EMP simulators con-
structed was the Sandia Long-Wire. This
facility, located on Kirtland Air Force
Base, New Mexico, was designed and con-
structed by the Sandia Corporation. Thisg
simulator is a horizontal dipole radiator
with discrete lumped loading resistors.

The "long-wire" in the Sandia Long-
Wire was actually a 6 inch diameter, alu-
minum irrigation pipe. Fifty sections
of this pipe, each 20 feet long, were
joined to form a 1,000 foot long-wire
antenna. The antenna was supported by
telephone poles, 40 feet above the ground.

Two 20 kV, dc-power supplies were
connected to a pressurized parallel-plate
switch. Each half of the antenna is
charged by the 20 kV power supplies, with
one side pousitive und the other negative,
The center switch ther. would break down
at a voltage level as determined by tihe
gas pressure and gap separation. The
outgut pulse is approximately that of a
double expomential, with a rise time of
less than 10 nsec, and a decay time (peak
to 10 percent) of approximately one micro-
second.
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The teat object (such as a missile)
is positioned approximately 10u feet from
the anterna and 10 to 20 feet above the
ground. Under these circumstances, the
system under test would see a peak E-
field of approximately 1000 V/m.

Martin-Marietta Long-Wire

The Martin Marietta Long-Wire facil-
ity is located at Orlaado, Florida. This
facility is similar to the Sandia Long-
Wire. The antenna is 1000 feet long and
46 feet above the ground. 1t is powered
by two 1i5 kV power supplies, and corona
rings are used to minimize corona losses.

The spark gap uses a mixture of 6
percent oxyger and 94 percent nitroger,
under pressure (50 to 5000 psi). By
varying the pressure, the spacing of the
gap, the charging resistance, and the
voltage, it is possible to vary the pulse
repetition frequency, the amplitude of
the radiated field, and the rise time of
the pulse,

The pulse rise times can be varied
from 5 to 30 nsec, and the pulse widths
can be varied from 100 to 700 nsec. Max-
imum peak E-field intensity is 1100 V/m
at a point 100 feet from the antenna.
Pulse repetition rates of 10 per second
are possible.




Pulsed Radiatiig Simulator Facillities
TEMPS

The Transportable Electromagnetic
Pulse Simulator (TEMPS) is a transport-
able biconic dipole radiator utilizing
two back-to-back Marx generator pulsers,
The radiator can be varied in length in
100 meter increments to a maximum of 300
meters. The dipole is resistively termi-
nated to earth. The pulser has an adjust-
able rise time of 4 to 12 ns and energy
content of 60 kj. The pulse shupe is a
double exponential with a cross over (zero
crossing) at approximately 800 ns. The
output field strength at 50 m from the
antenna on center line is 60 kV/m maximum,
although normal operation is slightly less
than this value. The interaction space
is + 25 m on a line parallel to the antenna
et 50 m for good wave planarity. In-
cluded with the system is a complete in-
strumentation van and data recording
system, compute+ aided handling and analy-
sis system, and support facilities.

is located at Solomons, Maryland. It is
capshle of generating both vertically and
horizontally polarizad EM e.vironments.
In the horizontal mode, a 1,300 foot bi-
conlc dipole configuration is utilized.
Field strengths of 2.2 kV/m can be gener-
ated at 300 m. The interaction area,

for good wave planarity is approximately
300 m parallel to the antenna axis at a
distance of 300 m. The waveform is a
double exponential. The pulser is a Marx
generator with a 2.5 MV output.

In the vertical mode, an inverted
conical monopole 100 feet high is the
primary antenna. The monopole is top
loaded bv the 1,300 foot horizontal an-
tenna to produce the low frequency con-
tent. The same pulser is used in both the
vertical and horizontal configurations.
The waveform approximates that from a
surface burst with an amplitude of 4 kV/m
at 300 m.

AESOP

The Army Electromagnetic Simulator
Operations facility (AESOP) is an exact
duplicate, in terms of EM characteristics,
of the TEMPS. The only difference is the
AESOP is a fixed installation. It is
operated and maintained by the Harry Dia-
mond Center and is located at the Wood-
bridge Research Facility, Woodbridge,
Virginia.

EMPRESS

The Electrcmagnetic Pulse Radiation
Environment Simulator for Ships (EMPRESS)
facility 1is operated by the Naval Surface
Weapons Center/White Oak Laboratory and

IITRI Crystal Lake Facility

The IITRI facility is a scaled down
version of the EMPRESS., It is a hybrid
simulator that uses a 50 foot high verti-
cal conir antenna and a 300 foot horizon-
tal fringing line. This facility is
located at Crystal Lake, Illinois on the
1ITRI property.

It is a sub-threat-level siwmulator
with a peak radiated field up to 100 V/m
single shot or 10 V/m on a repetitive
basis at 60 pulses per second. Pulse rise
time is approximately 10 pnsec and the de-
cay time approximately 103 to 107 nsec.

Escentially uniform fields are gener-
ated over an interaction area of 20 meters
by 50 meters.




The conic antenna provides the high-
frequency, short-time transient and the
fringing quasi-static field from the hori-
zontal wire provides the low frequency
or late time transieant. The two radfators
are driven from a common source to prcevide
a vertically polarized test field.

In the horizontal mode, the 300 foot
fringing field iine is couvrrted teo an
earth termirated biconic dipole radiator.

CW Radiating Facilities

WSMR Facilities

The U.5. Army at White Sands Missile
Raunge, Wow Mexico, nhen a 10 to 2C0 MHz
CW facility that uses log periodic an-
tennas o obtain 1 V/m fields either
vertically or horizontally polarized.

The AFWL has a flyable Radiating
Electromagnetic Simulator (RES) that is
a bleonic radiator. The horizontul ver-
sion is 200 feet long and uses distribu-
ted resistive coating on the dipole
elements to attenuate the antenna current
to minimize ‘eflections. The pulser is
a Marx generator with an output voltage
of 1.5 MV, The oitput waieform is a
double expone-~tia' wave. The low fre-
quency contatie is limited due to the short
physical length of the antenna. Field
strengths on the order of 1000 V/m at
500 m ar.: possible, The unique character-
istics of this {acility are that it is
~asily tiansportable, and beiug airborne,
can provide all sngles of arrival of -he
incident pulse.
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HDL

The Wondbridge Research Facility of
the Harry Diamond Center at Woodbridge,
Virginia operates and maintains a CW
facility for coupling tests. The facility
utilizes LPA antennas to provide approxi-
mately 0.5 V/m fields over a frequency
range of 3-100 MHz. The illuminated test
area is approximately 30 x 30 maters at
a distance of 240 meters. The cransmitter
is a 200 watt power amplifier unit. Both
verticzal and horizontal fields polariza-
tions are available.

Characteristics of Available Simulatcers

The fullowing tables present data
on the existing simulators. Indicated
are the technical characteristics, the
lccation, and the operational status.




WAVE- INTERACTION
NAME LOCATION FORM HAGNITUDY VOLUME(R ,w, h) STATUS
BOUNDRD WAVE STIMULATORS
ALECS Kivtland AF¥, NM Txo 50 kV/m 30x30x10 m Operational
ARES Kirtland AFB, NM Exo 70 kV/m 40%x30x20 m Operational
80x80x75 m Under
TRESTLE Kirtland AFB, NM Exo >50 kV/m Modular up to Construction
TEFS WSMR, NM Exo 65 kV/m 40x40x10 m Operational
TEFS NSWC/WOL, MD Exo 50 kV/m Modular Operacional
LCNG-WIRE DIPOLE SIMULALORS
SANDIA ~ 10x10xid m
LONG - (~ plane wave-
WIRE Kirtland AFB, NM Exo 1 kV/=a front) Unknown
MMO ~ 10x10x10 m
LONG - (~ plane wave-
WIRE Orlardo, Fla. Exo 1 kV/m front) Operational
INTERACTION ANGLE
WAVE- DIRECT WAVE AREA OF
NAME LOCATION FORM POL. MAGNITUDE/DISTANCE (~Pl. Wave) ARRIVAL STATUS
RADIATING WAVE SIMULATORS
Portable, Deacti-
RES I Kirtland AFB Exo 1000 V/m @ 500 m 100 m any vated
Portable, Deacti-
RES 1I Kirtland AFB Exo 1000 V/m @ 500 m 100 m any vated
Kirtland Opera-
VPD AFR, NM Exo 3 kV/m @ 200 m grazing tional
Area di-
rectly
below
antenna
Kirtland (nonplan- Opera-
HPD AFB, NM Exo *50 kV/m @ 9 m HAC ar) normal tional
HDL HDL, : Opera-
Biconic Woodbridge, VA Exo 15 kV/m @ 100 m -~ 200 m 10°€200 m tional
HDL, Opera-
AESOP Woodbridge, VA Exo 50 kV/m @ 50 m - 200 m 10°@200 m tional
HDL, 5 kV/m @ 25 m Opera-
VEMPS Woodbridge, VA Exo (2.25 MV pulser) <~ 100 m grazing . tional
NSWC 2.2 kV/m @ 300 m Opera-
EMPRESS S.lomons, MD Exo (16 m HAG) ~ 300 m 8°@300 m tional
*Directly below antenna (continued)
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INTERACTION ANGLE
WAVE=~ DIRECY WAVF AREA oF
_MAME LOCATCION FORM PC.. MAGNITUDFE/DISTANCE (-P1l, Wave) ARRIVAL STATUS
RADIATING WAVE SIMULATORS
NSWC Sur- Operva-
EMPRESS Solomons, MD face v 4 kV/m @ 300 m <300 m grazing tional
NSWC/NATC, Operra-
EMPSAC Patuxent, MD Exo H 8.5 kV/m @ 50 m ~25-530 m 179850 m tional
NSWC/NATC, In Con-
NAVES Patuxent, MD Exo v ~11 kV/m @ 50 m ~25-50 m grazing stuction
DNA,
Transport- SO kVv/m @ 50 m Opera-
TEMPS able Exo R 12.5 kV/m @ 200 m ~200 m 10°@200 m tional
7.8 TEST INSTRUMENTATION AND SET-UP Signal Sensing
Signal sensing involves both the
measurement of the field emironment and
Up to this point, we have discussed the induced voltages and currents within
testing from the standpoint of generating the system. Both sensors and probes are
a simulated EMP environment. The next required to perform these measurement
consideration is monitoring the environ- functions.
ment and the diagnostic instrumentation
for determining the effects of the en- Sensors refer to the measurement of
vironment on the system under test. The electromagnetic fields. These can be in
primary consideration will be the nature free space to monitor simulator fields,
of the instrumentation and the basic prob- within a conducting medium such as earth,
lems usually encountered. It will not or within equipment vacks or buildings.
consider sensor design.
Probes refer to the measurement of
Testing implies experimental obser- a voltaze or current. Current probes
vation of the EMP environment and the measure the total current flow in wires.
system response; this means the measure- Voltage probes can be single ended refer-
ment of transient electromagnetic fields, enced to a common. signal line or can be
voltages, and currents. A complete r:as- differential.
urement system should include:
Sensors
1. A signal sensing system
The most commonly used broadband
2. A distribution system electromagnetic field sensors are elec-
trically small antennas, Such antennas
3. A recording system have the directivity characteristics of
a small electric or magnetic dipole and
4. A test plan and data reduction an impedance which is predominantly re-
and processing system to inter- active. Short antennas or specially de-
pret the data signed capacitors are used for sensing
electric fields. Small loops are used
5. Calibration including overall for sensing the magnetic fields, The
response characteristics. open-circuit voltage and short-circuit
current response of electrically short
Each of these sreas will be dis- antennas are proportional to either the
cussed in subsequent sub-sections. field or the time derivative of the
field as indicated.
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Electric Field 3Sensors

Essentially, any structure that can
attain a potential with resgect to ground
or another portion of itself can be used
as an electric field sensor. Any loss-
less small antenna has a capture or ef-
fective area, Ag, determined by the
available power at the antenna terminals
and the power per unit area of the EM
wave. In practice, some incident power
is lost because the antenna and its match-
ing network dissipate energy and because
the high antenna reactance generally
limits the bandwidth over which an effec-
tive match can be made. Therefore, for
an electrically small antenna, it is more
useful to use the effective volume, S,,
defined as the ratio of energy stored in
the antenna reactance to the energy per
unit volume in the corresponding field of
the incident wave.

One of the simplest versions of an
electric field sensor is the capacitive
plate antenna illustrated.

7"

a

1
| Ay

Ractangular Plates

The open circuit voltage (Vo) of
this type sensor is the cagucity weighted
average of the potential that each plate
would actain separately refsrenced to a
common point. This open circuit voltage
18 given by:

vV, = Ed

open circuit voltage

E -
d -

electric field intensity
plate separation.

The accepted definition of effective
length (2,) of an antenna is given by:

le- ‘Eo' - d

The normal electric field and its associ-
ated displacement flux (D) induces a
surface charge density (q) given by:

q = D = ¢E

¢ = permittivity »>f the surround-
ing medium

The short circuit current (I,) 1is
the time rate of change of the charge
density over the surface area of the
plates (A):

o

I = &% j; q dA = ¢ BA = ¢ Bab

a = width of plate
b = length of plate

groviding a, b >> d and neglecting
ringing.

The "effective area" (Ap) is de-
fined as the ratio of the short circuit
current to the rate ol change of dis-
placement flux:

Io
Ae - —6- - ab
where
D = ¢ &

which, for the case under consideration,

a»d b>>d is the physical area of one plate, neg-
Lo €A lecting fringing.
Tt R,
l'i%?'d ‘b From Thevenin's theorem, the re-
Agto lation between the open circuit voltage
Sy {yAy* obd and the short circuit current is the
¢ source impedance, which for this case
is given by:
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- 0 -
Za I XCa
a T Antenna impedance
x“ = capacitive reactance of

antenna

which, for a sine wave, is: "".;'.".,.‘......,..."""'"'."e‘:.‘.‘.'."’
|crose wotion}
X = (1 b g
Ca }mba 4 s Agewa?
[ t I.t
and, therefore 4 hr s
C = Et8b
a a
The peak energy per unit volume (wf)
in the incident field {is:
- ) 2 i 20
Wf e |E|
while the peak energy stored in the an- ;, 2
tenna (w Y i LU“‘ :
- 2
wa Cavo Cylindricel Dipole Cylinirical Monopote
l»ﬂ l»d
The ratio is the "effective volume" (S,) Led TS
as defined previously: - ,2 . '
W A lni”o)‘l A R
Sa = f= = LA
£ ee
Similar expressions can be derived
for other types of electric field sensors
based on their geometry. The expressions
for the flush antenna, dipole and mono-
pole illustrated, are given in the follow-
ing table.
I!\g:ng; Lo Ae Se Capacitonce |  Conditions
V, 1 Vu 1 ‘
Capacitive 2 I——°— 20
Pacttiv I 3 wD weE « Ae/ge
Plate d abdbd <« adb/d a>>d;,b>>d
2.3
Fiush Plote Lo 5 wot X bb in(d) | a>pea
4in(z) 4inizm) 9
4 2
Dipote t X LF &y —*QT t>>a
inchr-t | ncdyeg ()1
H 3
Monopole -% —'—‘%—- _(f_)n&_ @2r 4 I>>q
INE- | nig in(£)-1

PROPERTIES OF SMALL ELECTRIC FIELD SENSORS
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The voltage equivalent circuit of s
probe antenna consists of a voltage
source, Vo, an antenna capacitance, Cg,,

a base capacitance, Cp, and a loss ele-
ment associated with its feed point and
support structure. Normally the loss
term, Gp, can be made small enough to be
neglected. The base capacitance and an-
tenna capacitance can be combined and a
new effective length, 21, defined to give
a simpler equivalent circuit. This equiva-
lent length, %1, is the ratio of V,/E
including the voltage divider effect of
Ca and Cp. Additional capacitance in
parallel with Cp is often used to shorten
the effective length or add attenuation
to the sensor system,

Cn CI
y—ae_ ’.—__..__.
} }
A Co 36 V% mE % %
Cozg‘i Ci=Ca+Ch
Le l -& Le
t Ca*+Ch

The capacitive probe antenna can
also be described in terms of a current
equivalent circuit as illustrated. When
the load is a short-circuit, the current
at the load is proportional to the time
derivative of the incident electric field.
This current is proportional to frequency,
w, and the magnitude of the electric field,
giving an amplitude-frequency response
that increases with frequency (time deriv-
ative).

lsté; JTCG }cb GB' Coad

ad

€EA, intime

"
"

s ew|E|A, in frequency

When the load is finite but nonzero,
for example the impedance of a coaxial
cable, the probe antenna response is pro-
portionat to the time derivative of the
electric field for frequencies below that
at which the probe capacitive reactance
is equal to the load impedaunce. For high
frequencies, the response is proportional
to the electric field.

Seif-resonance

Response Magnitude
~<,
13
m

Frequency

So far, the probe antenna has been
considered to be a pure capacitance with
a possible small base conductance. The
process of coupling to the probe can add
inductance to the probe equivalent cir-
cuit that results in resonances that can
affect the probe response. This self-
resonance can often occur in the frequency
band of interest.

The capacitive antennas illustrated
must be electrically gmall, that is, the
antenna dimensions must be less than one
tenth wavelength at the highest frequency
of interest. This restriction limits the
antenna dimensions so that the maximum
propagation tim across the anterna is
small compared with the field transient
rise time, thus preserving the field wave-
form. Limitirg the antenna dimensions
limits the sensor sensitivity. The sensi-
tivity can be increased by choosing a
geometry that provides the maximum an-
tenna capacitance for given physical di-
mensions.

Magnetic I'ield Sensors

The electrically short magnetic field
sensor is a small loop. Emall loops can
be characterized by parameters similar to
those used for probe antennas. According
to Faraday's law, the voltage induced in
a loop is given by:

Vo = B Ae

B = time rate of change of the
magnetic flux density

A, = effective area of the loop.

If the flui density is uniform over the
area of the loop, the effective area (A,)
is equal to the geometric area (A). The
diameter of the loop must be less than



one tenth wavelength at the highest fre-
quency of interest.

A shorted loop (closed conductor)
will have a short circuit current (Ig) 20
induced which is sufficient to oppose the
incident magnetic field (H), assuming no
losses. This short circuit current de-
fines the loop effective length (%,) as: =1

o
o

Loop Shielded Loop

I, = 2 H = 2

€|

]

n permeability of the medium,

Thus a small loop will provide a /
short circuit current that is proportion- 2
al to B, or an open circuit voltage pro- 9
portional to B. The effective length (%e)
and the area (Ag) of a small multiturn
loop are related by the loop impedance
parameter (inductance) as follows: —

4,
. M
A — _%//
L = n2 M Ig Y
e v "

L = 1loop self inductance 1
Slot In Ground Plone

14 Cylinder

n = number of turns in the loop.

Illustrated are several geometries .
that might be used for magnetic field TYPES OF INDUCTIVE ANTENNAS
sensors,

An alternate technique is to measure
the surface current density (J) which is
related to the magnetic field, H, using
a slot in a reference plane structure as
illustrated above.

The properties of these antennas
are presented in the following table.

Antenna Effective Effective Effective Inductanc Corditi
Type Length Area Volume hductance orditions
I V, Vpl
(nductive 2 = — p-le
H wB wiH le
2p3
Loop Jb_ b2 T pbin(2) b>>a
In(2) in(2) @
a )
2 2,4 .
Shielded Loop —-7%’5—— mb? —Z'eb?—— uafin (‘%—f)—z] b>>a
o[ln(—s-)-z] o[ln(-t-;)-z]
Cylinder 2 b fwrp? prbé/l b>>a
(FH? G| pd
Slot 'e 82 82 QL l>w
In(—v;-)-lnz In(T)-InZ in( W )-In2

PROPERTIES OF SMALL MAGNETIC FIELD SENSORS
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The sensitivity of a small loop can
be increased by increasing the inductance
L of the loop. Since the inductance is
directly proportional to the number of
turns and loop area, but inversely propor-
tional to the length of the magnetic cir-
cuit (leakage inductance), it is desirable
to maximize the loop area for a given
length. An alternate way to increase the
inductance is to increase the flux density
within the loop. This can be accomplished
by using a high permeability core material
for the loop. High permeability cores
have losses which increase with frequency,
8o care must be exercised or the firequency
range will be restricted.

The Theverniin equivalent circuit for
a loop antenna is a voltage source that is
a function of the time derivative of the
field and an impedance that is the loop
inductance plus a loop loss resistance.
This circuit is valid for a large load
impedance. The impedance of this circuit
is a function of frequency as is the
voltage source. For frequencies where
wL >> R 4 Ry, the impedance is inductive,
giving an output voltage (Vi) that is flat
with frequency. For frequencies where
wL << R + Rf, the output voltage decreases
with decreasing frequency. Realistically,
the load impedance, Ry (resistive), is
finite so that it is &arge compared to
wL at the lower frequencles and small
compared to wL at higher frequencies. For
frequencies below that for which wL = R +
R;,, the output is responsive to B. Above
this frequency, the ocutput is responsive

to B.
| |

wL=R

w—

Mo

Y
H

\@=:5AeinTMw

Vo  p w |H| Ag in Frequency
Ae

L=p—=t
le

The Norton equivalent circuit for a
loop is valid when the locad impedance is
small (i.e., shorted terminalsg compared
to wL. The output current is directly
proportional to Ig which, in turn, is
proportional to H. The frequency for
wL = R is the low frequency cutoff for
the loop. The resistance, R, is depecndent
upori the loop structure, as is the loop
inductance, L.
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This critical frequency sets the
high-frequency limit as a B sensor or the
low-frequency limit as an H sensor.

I
//:h\w LR,
1

W —

The shielded small loop magnetic
field sensor is by nature a balanced struc-
ture; i.e., the loop is symmetrical in
all aspects about a plane through the
shield gap or load. The electrostatic
shield is provided to eliminate the effects
of other objects in the vicinity of the
loop. The shield can be made of any high-
ly conducting non-magnetic material.
Showr. 1s a shielded loop constructed of
coaxial and twinaxial cable.

Shield Gap

L= Inductance
of Loop

Z s Twinax Impedance

Shield Terminated
vt by Cable Shield

The operation of a shielded loop can
be considered as the shield forming a
loop that has an open-circuit voltage
Vo = BA, across the shield gap. This volt-
age drives the two coaxial cables in
series at the shield gap, resulting in
Vo at the Loop output terminals.

This model of the shielded loop can
be used to determine the maximum allow-
able size of the loop as an electrically
short sensor. Essentially, the electrical
length of the shield and the inner con-
ductor must be small. The maximum loop
diameter as a function of the upper fre-
quericy limit is shown here.
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The presence of a shield complicates
the loop equivalent circuit. The loop
inductance is the inductance of a short
piece of coaxial cable. This cable also

has capacitance.
resonant circuit
resonance. This
frequencies that
loop response.

The L and C create a
and define the loop self-
self-resonance can be at
are within the desired
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In applications where the electric
field vector camnot be mada to pass
through the loop load, a shielded loop
can be used to minimize the electric
field response as illustrated.

— [ ~Bhieids

Connected Here
Ads ¥ ﬁ

to this Signal
Line toc Preserve
Phase Relationshipe

N

Load Gap Top >r Bottom

Cx

2mb
Zyv

3rb

Zy

nE
cr2
'IO
cr2
L2
FTH —o
Vo= 3 Ay

Lopb[ in( §)-2]=2mb 32

The loop and shielded loop are de-
signed to respond to the magnetic field.
However, loops can have an electric field
response. When the electric field vector
is in the plane of the loop aund through
the load or shield gap, the electric
field response is zero. For other loop
orientations, the loop will respond to
both the electric field and magnetic

field.

Shown is a plot of the ratio of the
electric field response to the magnetic
field response as a function of loop di-
ameter. It can be seen that this ratio

is quite small for small loops but can be
sienificant for large loops.

7-58

-
Signesl Direction

Sensor Applications

One application of electric aud mag-
netic field sensors is determining the
characteristics of the incident fields
at the system under test produced by the
EMP simulators.

For electromagnetic sources, both
electric field and magnetic field time
or frequency characteristics must be
measured with care and accuracy. In
addition, the electromagnetic features
(i.e., spaticl parameters) must be
measured, Direction of propagation,
spatial orientation of the electric and
magnetic fields, incidence angles, phase
fronts, and spacial variations in magni-
tude must be measured so that the test-
ing source can be related to the EMP
threat environment. Unwanted electro-
magnetic fields must be absent. In many
instances, field components will exist
in the testing source that are non-
existent in the criteria.
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Electromagnetic field mapping in-
volves the use of electric and magnetic
field sensors that generally have dipole
resronse patterns. By orienting the sen-
sor for maximum response, the electrical
characteristics (time, frequency, magni-
tude, phase) can be measured. Rotation
of the sensor for minimum response (sensor
null) defines the direction o¥ the field
component. Mapping can also be accom-
plished using sensors that are oriented
orthogonally to measure the field com-

ponents in the three orthogoral directions.

This method requires considerable care in
interpreting the results, since sensors
respond to fields in any orientution ex-
cept when the field is aligned with the
sensor null. For example, for a perfect
sensor with zero response in the null
and a single electromagnetic field com-
ponent in one of the orthogonal sensor
directions, misalignment of the sensor
will give orthogonal components. The
error in the major field component would
be very small. Ffor real sensors, the
nulls are characterized by a 30 to 50 dB
drop in signal amplitude. If actual
orthogonal fields exist, then the sensor
null response contaminates the measure-
ment. For orthogonal fields that are
within 20 dB of each other, orthogonal
sensors will give reliable data.

The instrumentation that is used to
map electromagnetic fields should not
significantly distort the fields. This
is usually accomplished by making the
instrumentation as small as possible. A
self-contained mapping system utilizing
orthogonal sensors %o measure che magnetic
fields is illustrated.

TRANSIENT MAGNETIC FIELD
MAPPING SYSTEM

The recording oscilloscope and
camera and battery power supplies are
inside the sensor box. The sensor box
provides some EM shielding for the in-
strumentation. Often an inner instru-
ment shield is also utilized. If the
sensor box resonant frequency is above
the EM frequencies of interest, this
type mapping system will not distort the
measured waveforms., Calibration in a
parallel plate transmission line will
confirm that the measurements are not
distorted. Sensor sensivivity as a
function of height above ground must also
be determined by evaluating the instru-
mentation in a known EM field.

Use of such an ins*rumentation box
in mapping the fielde 1 a radiating
type simulator must i-- "lve consideration
of ground effects on uvne field. Near
the earth, the horizontal component of
the E-field is cancelled whereas the
magnetic field horizontal component is
enhanced. Measurement of the magnetic
field will provide the free field wave-
form but to obtain the actual EM field
near the earth both the magnetic and
electric fields must be measured or
a2nalytically determined. The following
tfigure shows such an instrumentation box
in use with a fiberglass structure to
permit mapping at or above the surface
of the earth.

Mapping systems can be made small
enough that they do not appreciably dis-
tort the EM field measurements. A CW
facility mapping system to measure elec-
tric field magnitude and relative phase
and the orientation of the field as a
function of height is shown in the follow-
ing figure. The electric field sensor
is a capacitive antenna formed by two
hemispheres that contain a preamplifier
and fiber optic light transmitter. The
receziver is located at ground le.... The
smail size of the sphere and the non-
conducting data link and fiberglass sup-
ports do not distort the field measure-




ments. Field orientation is determined
by rotating the sphere to achieve a min-
imum response.

Gimbal Mount

Fiber Optic

Phenolic
Support

Receiver

=)

CW ELECTRIC FIELD MAPPING SYSTEM

Id=2ally, it is desirable to have a
testing source that is not influenced by
the system being tested. For limited
size sources, .t is often necessary to
verify experimentally that this is, in
fact, the case. This measurement is a
part of the source definition and requires
the same care and accuracy as the signal
source definition measurements.

A second application of these sensors
is for measurement of internal fields.
These same types of sensors can be used
in this application.

Voltage Probes

Voltage, at a point within a system,
is usually measured with a voltage probe.
Commercial probes are available with rel-
atively high input impedances (high re-
sistance, small capacitance) that can have
subnanosecond response times. Often vol-
tage probes have attenuation from input
to output.

The actual response of any wvoltage
probe is a function of the probe imped-
ances, the equivalent impedance of the
voltage source being measured, and the
impedance of the circuit used co connect
the circuit reference and the probe refer-
ence. The equivalent impedance cf the
voltage being measured is not always easy
to define. Generally, voltages should be
measured at low impedance locations in
circuits so that the probe will not load
or alter the voltage.
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The reference side of the probe is
usually the ground or shield side of the
probe output connector. For single-ended
probes, a ground terminal is available
near the probe tip. A clip lead from
this terminal to the circuit reference
will have an impedanc: that is predomi-
nantly inductive.

The reference for the voltage being
measured is defined by the location se-
lected to reference the probe.

With care, low-impedance, ten's of
nanoseconds rise time voltages can be
measured directly. For high-impedance
and/or nanosecond rise times, the high-
frequency characteristics of the entire
circuit, probe -- return path system
must be known.

Circuit Probe

Circuit Reference

L)

Reference
Return Path

The problem of signal or circuit
reference location makes it appealing to
want tou measure voltage directly beiween
two points in a circuit. This is a dif-
ferential voltage measurement and differ-
ential voltage probes are also commercially
available.

A differential voltage probe is two
single-ended probes connected to give an
output that is the difference betweer the
two voltages. The difference is deter-
mined as the difference voltage on each
probe tip referenced to the probe ground
or reference. Thus, the differential
probe is a three-terminal network, and
if the probe reference is conrected to
the circuit, an inductive element is
again added to the measurement circuit.
If a reference lead is not used as an
attempt to eliminate this inductive ele-
ment, then the probe reference and cir-
cuit reference will seek their own
unknown return path.

Since the probe is a three-terminal
network, the voltage to be measured, V,
is shown as two voltage sources, Vi and
V2, in a three-terminal network. The
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voltage V = V1 - V2.

The probe is designed to respond to
the difference Vi - V2. To achieve this,
the two single-ended voltage circuits
must have identical impedances and re-
sponses. Any unbalance in the two halves
of the probe will cause a common mode re-
sponse; i,e., the probe output will have
some response to V] + VZ'
rejection ratio (CMRR) Is defined as:

\Y
CMRR = 20 log ¢oiff
com
where
\Y -
diff = V1 - V2
Vcom = v1 + V2

Common mode rejection ratios of 40 dB are
attainable over wide bandwidths. CMRR's
of 70 dB are attainable when carefully
measured directly =t the probe tip. A
CMRR of 70 dB implies that the entire
frequency, amplitude, phase character-
istics of the probe measurement circuitry
are balanced to within 0.03 percent.

Circuit

Circuit Reference l |

Reference
Return Path

Current Probes

Current is usually measured by a
current probe which is basically the
secondary of a current transformer. The
wire carrying the current is the trans-
former primary. Commercial current
probes are made to clamp over a wire or
bundle of wires or are made so that the
wire must be tlhreaded through the probe.

A current probe has an insertion im-
pedance of a few pH and a few one hun-
dreths of an ohm. This impedance is
placed directly in the measurement cir-
cuit. In addition, the capacitance from
the wire to current probe case adds a

The common mode
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shunt capacitance to the measurement
clrcuit.

The current probe, being a trans-
former, often contains magnetic core
material to increase primary to secondary
coupling. Core materials saturate and
are nonlinear at high current levels.
This effect of the core material can af-
fect the time response characteristics
as a function of current magnitude.

Circuit Probe

Ité

-

Raference

| AAA,

Probe Applications

Both voltage and current probes are
required to define energy source charac-
teristics. This application requires
probes that can effectively measure vol-
tage or current over the complete fre-
quency spectrum of interest.

For cable drivers, for example, the
source is a current in a cable sheath or
bundle of wires. Cable driver character-
istics can be determined by measuring
the currents in known simple cable con-
figurations. Four voltage and current
injection sources, it is necessary to
know the source impedance and how this
impedance interacts with the system be-
ing tested. These same simple cables
can be used to determine whether the
cables and cable driver interact.

Other applications of current and
voltage probes are measurements of cur-
rents or voltages at the terminals or
selected test points internal to the sys-
tem under test. Care must be exercised
in the selection of the probe to be used.
The probe circuitry can detrimentally
load the circuit being tested. For com-
mercial probes, this loading is minimized
and generally will not influence the
measurement point. By selection of the
proper point to make a measurement, it
is often possible to have test points
that are not sensitive to reasonable
probe loading.




Bulk cable currents generally can be
measured with clamp-on probes on existing
system cabling. If currents are to be
measured within a shielded cable, it is
probably necessary to replace the system
cable with a special test cable. Such a
test cable is shown here with two current
probes under the cable shield. Shielding
integrity can be determined in the labo-
ratory.

Signal Distribution Systems

So far the discussion has centered
on measurement cof the fields, voltages
and currents. The sensed signals must
be transmitted to a recording system. To
accomplish this, some form of data trans-
mission link must be provided. Often it
is also necessary to condition the signal
prior to recording. These factors are
combined into a single category - signal
distribution. Consequently, signal dis-
tribution systems include:

1. Cables such as coax, balanced or
twinax, shielded pair.

2. Nonconducting cables such as micro-
wave data links, dielectric wave-
guide, or fiber optics.

3 Amplifiers either wide bandwidths

or frequency selective.

4. Attenuators and signal dividers.
5. Signal conditioning to enhance or
depress either high-frequency,
short-time or low-frequency, long-

time response.

These are discussed in subsequent para-
graphs of this section.

—— - -

Hardwire Data Links

One technique for coupling the sen-
sors and probes to the recording system
is via hard wire cable. These cables
can be coaxial or twinaxial and single-
shielded or multiple-shielded. Most
commercial probes terminste in a standard
transmission line coaxial cable. The
probes are designed for laboratory use
and often will respond to electromagnetic
energy via coupling into the probe casing.
Thus it may be necessary to EMP harden
the measurement system befoire the measure-
ment system can be used in an EMP harden-
ing program,

Shown is a hardened voltage probe
intended for use with a recording system
that is contained in a shielded container.
Additional shielding in the form of braid
has been added. This additional shield
isdconnected to the probe at the sensor
end.

Termination Flange

Probe Cable

=

Another example, as illustrated, is
the hardening of a differential voltage
probe. A solid shield has been placed
around the probe which contains active
elements. In order to maintain a good
CHMRR, the cable has to be shielded with
twe layers of braid.

- Cast Metal Head

Braid

Tarminiavion Flange

Internal Rignal
Cables (Coaxiat )

i

Probe Hesd

Probe Head Shield
Braid

- 81td, r Tinned Copper Braid
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A third example is a clamp-on type
current probe. This probe has a connectoyr
on the probe that is intended to be loaded
with 50 ohms. Hardening of this probe
involves shielding the probe to electro-
magnetic fields, selection of a signal
cag%e (RG-55/U), and shielding the signal
cable.

~Termination Flange

RG-56/u internal Cable

Head Shield

Braid

Shielding of signal cables is neces-
sary to eliminate response to unwanted
electromagnetic energies. These shields
or the cable conductors rhemselves are
sensitive to electric fields along the
cable. Interference can sometimes be
minimized by repositioning of cables. How-
ever, cables in electromagnetic fields
alter the electromagnetic environment
and can alter the system EMP interaction.
Ideally, cables should be rcuted away from
other cables and should cross other sys-
tem cables orthogonally to winimize coup-
ling to the system. Instrument: cables
should be routed adjacent to conducting
skins or cabinets to minimize loop cur-
rents in the cables. Cables should never
be allowed to dangle across open areas
where they can alter the EM environment.

Hardwire cabling systems also ex-
hibit attenuation or delay characteristics
which are a function of frequency. Illus-
trated are the amplitude attenuation
characteristics for RG/58/U and RG-8/U
coaxial cables. The usable bandwidth
(-3 dB points) for these cables are 25
MHz and 150 MHz, respectively. For broad-
band signals these characteristics must
be known and accounted for in the process-
ing of the data or by frequency compen-
sating the cables. Synthesis codes have
been developed to equalize the cable
response, usually at the expense of in-
creased attenuation as shown by the dashed
line. Equalization must be accomplished
for both attenuation and phase if good
response of the cable is to be achieved.
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Nonconducting Data Links

Nonconducting data links can be RF
telemetry, dielectric-guided RF, or op-
tical. To be used effectively, the carri-
er frequency of these data links must be
well above (a factor of ten or so) the
EMP spec:rum., Segmented and loaded
(lossy) transmission lines have limited
bandwidth and are not commonly used.

RF Telemetry

An RF data link can take many forms.
Commercial microwave data links are avail-
able that can be altered for broadband
transient data transmissjon. Essentially,
such a data link consists of an energy
source, modulation from simple single-
channel AM to multiple-channel FM-FM,
directional antennas (usually a horn), a
receiver, and a demodulator. Power in
the form of batteries must be supplied
at the transmission end of the link.
Thus, the physical size of the instru-
mentation that must be added to the
probes can overcome any advantage of
the nonconducting data link.

Oata Inputs

Ny
444
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This form of data transmission re-
quires radiation of an RF signal. 1If the
RF signal is within the EMP spectrum, the
radiated (simulator) fieid will interfere
with, and may even mask, the telemetered
data. Choosing a telemetry frequency far
above (ten times the highest frequency
in the EMP spectrum), low pass filtering
can be employed to eliminate this inter-
ference problem.

The radiated RF telemetry signal can
also interfere with the measurement of the
radiated EMP tields. For example, if the
EMP field sensors have a very broad band-
width, they may respond to the telemetry
signal resulting in distortion of the
measured EMP fields.

The physical size of the probe end
of the data link can be reduced if power
is supplied from the receiver =nd of the
link. This may be accomplished by pro-
viding the RF power from the receiver end
via a second channel (as illustrated) or
two way propagation on a signal channel.

Dialectric Waveguide H RF E““gil
Dielectric aneglllﬂqf—.-{ Recewar‘l
I

¢
Oata Quiputs

Data
Inputs

Madulator

Dielectric Waveguide Transmission

The use of dielectric waveguide, il-
lustrated above, eliminates the need for
radiating antennas. Energy propagates
both within and on the rod surface in a
transverse magnetic mode and may extend
1 to 6 inches beyond the surface depend-
ing on the frequency and dielectric mater-
ial. Thus, some protection is required
to keep conductors away from the rod.
Propagation losses less than 0.1 dB/fct.
have been measured at 12, 24 and 48 GHz,
Dirt on the rod surface can increase this
loss.

Dielectric rod transmission systems
have been successfully used at Ku (12 to
18 GEz) and X (8 to 12 GHz) band frequen-
cies with rod sections in excess of 100
feet. Bending of the rod on a 10 foot
radius does not noticeably affect svstem
performance.

Optical Transmission

Data can also be transmitted by modu-
lating light. The light-emitting diode
offers an easy method to modulace light,
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ivs output being directly proportional
to the current through it. The trans-
mission link can be lens and mirrors;
however, mechanical alignment limits
their field application. Light can easi-
ly be transmitted using flexible fiber
optics. The size of an optical data
transmitter can be quite small. Optical
links with bandwidths up to 150 MHz are
commercially available with relatively
low loss.
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Signal Conditioning

Amplifiers

Amplifiers for pulse or transient
application have a constant gain and
linear phase response over a broad range
of frequencies defined as the umplifier
bandwidth. For linear phase response,
the phase delay increases linearly with
frequency. This is equivalent to a con-
stant time delay for all frequencies
which results in no dispersion or phase
distortion of a time waveform. Outside
the amplifier bandwidth, amplitude will
vary with frequency and phase will devi-
ate from linear phase. This causes pulse
distortion in an amplifier.

Amplitude —e
Phase Delay — —a

Freqiency —




Both the low-frequency cutoff and
high-frequency cutoff characteristics are
important. These cutoff frequencies are
determined by the RC time constants assoc-
iated with the amplifier circuit.

The high-frequency response of the
amplifier limits the rise time of the out-
gut waveform. The rise of the output wave-

orm is exponentisl. If the time constant
(t2) associated with the high-frequency
cutoff is less than five (5) times the
rise time (ti) of the input pulse, the
error introduced will be less than one
(1) percent. The high-frequency response
also contrnls the decay of the pulse
which will also be exponential. Tnade-
quate high-freguency response will result
inda reduction in the output pulse ampli-
tude.

The low-frequency response of the
amplifier results in a sag in the top of
the pulse (output voltage dropping due
to changing of the capacitance associated
with the output coupling circuit). This
effect is seen primarily for long pulses,
(i.e.. where the pulse . -ation is long
compared to the RC time ..nstant of the
output circuit). The low-frequency re-
sponse also results in overshoot at the
end of the pulse due to this charging of
the coupling capacitance.

_}o tdeal Characteristic

Amplitude—»

Typical Characteristic

[

In addition to the amplitude response,
distortion of the cutput pulse can also
result from non-linear phase delay of the
amplifier. The phase delay distortion for
the first-distortion terms in the Fourier
representation are shown in the figure.
The dotted line shows the ideal character-
istic (linear phase delay with frequency)
and the solid line the sinusoidal devia-
tion from the ideal.

f Frequency

to fe,

The effects of the high and low-fre-
uency cutoff characteristics of an ampli-
tier are depicted qualitatively in the
following figure. The figure indicates
the pulse droop or sag due to the ampli-
fiers low-frequency cutoff and the de-
graded rise time of the output pulse due
to the amplifiers high-frequency cutoff.

Pulse Drop

Ne——nput Pulse

Amplitude

The low-frequency and high-froquency
cutoffs do not amply define the response
of a broadband amplifier, since the rela-
tive amplitude and phase of signal spec-
tral components outside these limits
affect the amplifier response. Shown
in the figure is the ideal amplifier
amplitude response characteristics (dotted
line) and the typical pulse response
(solid line).
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The effect on the outguc pulse shape
for a square wave input pulse is shown

in the ollowing figure. Figure (a) shows
the distortion due to the amplitude re-
sgonse only, and Figure (b) includes the
effects of phase distortion.

Time —
A) AMPLITUDE RESPONSE

\*-Without Phase
\. Distortion

0 N With Phase
Time — Distortion

B.) EFFECTS OF PHASE RESPONSE

Amplification of CW signals can take
a variety of forms. These can include
simple straightforward amplification with
bandwidth-1limiting filters to reduce
noise. Trequency translation can be used
but must be done coherently to preserve
phase. Detection of amplitude and phase
of the signal require coherent detection
that can be accomplished with synchronous
detectors in phase quadrature.

Attenuators

The coucept of attenuation is a
simple one. If two resistors are con-
nected, as shown on the left, then the
output voltage is attenuated by R2/Rj +
R2 from the input voltage. If the resis-
tance values are not too large and fre-
quency is low, this form of attenuation
is wvalid.

However, as frequency is increased,

the stray capacitance associated with the
outgut (C2) will alter the attenuation
ratlo. 1Its effect can be compensated by
the addition of C] in the compensated
attenuator shown. Compensation required
to maintain the desired attenuation ratic
is given by R1C) = R2C2. '

Cy
" N
i Out I Ry 0
n
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For still higher frequencies, all
lumped components have R,C, and L. 1In
addition, the voltage source will have
a source impedance and the load a load
impedance. The effects of all these im-
pedances must be considered when design-
irg high frequency broadband attenuators.
Any attenuator, no matter how complicated
its compensation may be, has some useful
limited frequency range or bandwidth.

i
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Signal Dividers

Often, between the sensor or prote
and data recorder, the signal is distri-
buted either to multiple recorders or to
perform other functions, such as trigger-
ing an oscilloscope. These functions
must be accomplished without distorting
the signal channel. Signal energy for
triggering can be obtained with a high
impedance tap off whose impedance is much
larger than the signal channel impedance.
Signal distribution is normally accom-
plisbed with a signal dividexr that has
an input impedance that matches the sig-
nal line iwpedance and genarally will
have individual output impedances match-
ing the output line impedances. Passive
circuits that have constant input and
output impedarces have isolation vetween
input and output in the form of loss or
signal attenuation.
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Signal Trigger
————f Distribution

Teap-oft

Impedance mismatches cause reflec-
tions in the signal channel. For CW, the
reflections result in a voltage standing-
wave ratio (VSWR). A VSWR of 1.5, which
is considered adequate for some applica-
tions, corresponds to a voltage reflec-
tion of 20 percent. As indicated here,

a 20 percent reflection can result in
considerable distortion of a transient.

One technique that is useful to de-
fine and locate reflections in a signal
channel is time-domain reflectometry.
Commercial TDR's are readily available
with subnanosecond accuracies.

VSWR =181
Reflection is 20%

Differentiators and Integrato:s

Sometimes it is desirable to distort
the signal spectrum intentionally. Dif-
ferentiation of the signal will enhance
the high-frequency vesponse or result in
a signal that is the time derivative. Dif-
ferentiation can improve time definition.
A differentiator has an amplitude response
that is directly proportional to frequen-
cy. A singie-stage high-pass filter shown
in the upper part of the figure has an
amplitude response variation of 6 dB per
octave below the cutoff frequency, fq.
Thus, for freguencies below f., the out-
put is the differential cf the input.
3imilarly, a low-pass filter with 6 dB
per octave roll off will integrate all
frequencies above fc‘
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For broadband Apglica:ions, fo must
be well outside the signal spectrum. In
addition, the effects of source and lcad
impedance and distributed impedances will
limit the useful frequency range of a
trze integrating ur differentiating cir-
cuit.

L. Differantiator
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Other forms of special filters may
be used either to enhance a frequency or
frequency band or to attenuate a dis-
crete frequency or frequency band (notch
filter). Such techniques should be used
with caution since phase as well as ampli-
tude are altered over a frequency range
that is the filter bandwidth.
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Signal Display and Recording

Recording of transients in the time
domain is normally done using an oscillo-
scope and film. A single recording or
multiple recordings to extend dynamic
range may be used. Transient recording
can be digital or a simple peak magni-
tude recording.

CW is usually recorded on chart
recorders that can be simple time-ampli-
tude recordings of x-y plots. Often the
;ecording of a meter deflection will suf-

ice.
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Oscilloscepe/Camera Recording

In spite of recent developments in
alternative recording techniques, the best
instrument for recording a transient is
still the oscilloscope-camera combination.
0Oscilloscopes ure normally specified as
to bandwidth, deflection sensitivity,
sweep time, and writing rate.
eters define an oscilloscope but do not
gefine its capability to display transient

ata.

For the display of transient data,
it is convenient to define the oscillo-
scope capabilities in terms of the display
spot size. The tims= response of the os-
cilloscope cepends upon sensitivity in
volts per spot width and the slewing rate
in deflection per unit time. Slewin; rate
depends on oscilloscope writing rate and
upon the volts per second capability of
the amplifiers. Resolution is defined in
the number of tracewidths that can be dis-
played. The tracewidth is the minimum
width o{ the trace of an oscilloscope.

O0SCILLOSCOPES

SPECIFICATIONS
¢ BANDWIDTH

® DEFLECTION SENSITIVITY
® SWEEP SPEEDS
® WRITING RATE

TRANSIENT RECORD!NG
o SPOT SIZE
© SENSITIVITY
® SLEWING RATE

® RESOLUTION

Typically, the vertical deflection is
limited to about 200 tracewidths. This
number of tracewidths limits the dynamic
range to a maximum of 46 dB, providing
that & change vf one tracewidth is observ-
able in data reduction.

The recorded bandwidth is determined
by the number of tracewidths alcng the
time axis, typically 300, and the sweep
duration. A theoretical limit of defini-
nition five times this minimum sampling
rate is desirable; i.e., 10 tracewidihs
per cycle. Thus, fer an oscilloscope with
300 tracewidths per sweep, a sweep speed
can be selected to displag 30 cycles of
the highest frequency to be displayed.
This length of sweep will display one
cycle of a frequency that is 1/30 of the
highest frequency, which is the lowest

These param-
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measurable frequency chat is recorded.
Thus, 300 tracewidths limit the recorded
bandwidth to a maximum of 30 to 1.

A 150-MHz oscilloscope set to record
150 MHz will not display frequencies be-
low about 5 MHz. If the sweep speed is
set to record 10 kHz, then the maximum
observable frequency is less than 1 MHiz,
even though the oscilloscope is capable
of responding to 150 MHz.

Typical Oscilloscope Display
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A single oscilloscope recording is
very limited in its amplitude and time
dynamic range. Usually, to record tran-
sients associated with EMP hardness test-
ing, more than one recording of each
waveform is required. The recording dy-
ramic range sets a time-amplitude window
that can be recorded. Four such typical
windows are shown here as the solid lines.
The upper end of each line represents the
full-scale deflection voltage and the
sweep length. The lower end of each line
is the voltage and time resolution for
the particular oscilloscope settings.

The dashed line represents a rapid
sweep recording that has been initiated
at a later time by a delayed trigger.
This technique permits good time defini-
Eion at latter times in the transient wave-
orm.

w07 10° 0t 104

Time-Seconds




To display a waveform on an oscillo-
scope requires that the oscilloscope sweep
and the waveform be aligned in time by
triggering the sweep at a known time with
respect to the waveform. Triggering can
be derived from the waveform, thus start-
ing the sweep after the waveform onset.
It is important to realize that, if the
osrcilloscope sweep is nonlinear, it is
probably nonlinear at the sweep onset.
Thus, with self-triggering, the initial
portion of the wave%orm is lost and may
possibly be distorted.

Self-Triggering

Trigger Level ——[.\

N
Wavaform

/\\
N

Osgilloscope Displey

This problem can be overcome by add-
ing delag to the signal channel that is
not in the trigger circuit. Many oscillo-
scopes have internal delay for this pur-
pose. However, the signal distortion
characteristics of broadband delay lines
must be included in the overall measure-
ment system response. Delay of a few
ten's of nanoseconds can be obtained us-
ing good coaxial cable.

Measurement L
System

Delay - — Disptlay

| Sweep
—»!  Trigger
Circuit

An alternate method of aligning the
waveform and oscilloscope trace is to
provide an independent trigger to initi-
ate the sweep prior to the waveform. For
repetitive pulse applications, this trig-
ger source can be tEe waveform itself with
delay in the trigger channel that is
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~lightly less than the period between
pulses.

For transient recording, the trigger
can be derived from the fields that im-
pinge on the system or frem the sensed
simulator field. Fither of these methods
can contaminate the measurement itself.
Extreme care must be used to ensure that
there are no unwanted EMF penetrations
into the measurement system.

External Trigger

Measurement System Display

The recording of a waveform or tran-
sient on film is dependent upon many
factors. Trace recording is ideally line
photography, so that overexposure of the
film seems to be desirable. However,
the oscilloscope trace has a Gaussian
distribution that will cause the ctrace to
broaden as trace intensity is inc.eased.
The effects of high intensity are not al-
ways obvious to the eye since the eye
responds logarithmically over a million-
to-one range, while film responds linearly
over a 100-to-one range.

Most oscilloscope cameras will have
at least an £ 1.9 lens with a slight
image reduction (magnification = 0.85).
The most common phosvhor for the oscillo-
scope is P-31, which is optimized for
visual use. Other phosphors, P-11 for
example, are better matched ito films that
are sensitive generally to blues.
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The film writing speed is a function
of many factors. These factors include:

¢ Oscilloscope tube phosphor
e Development time
o Film speed
e Lens f number (speed)
e Film pre-processing
The increase in writing speed that can be

obtained by proper choice of these factors
is shown in the figure.

[1}3 Fogging

32X Fast Lens f1.2/Mag 1.08
L33
ax 10.000 ~SA

4% 2 Sec. Developmaent

Writing Speed improvement

2X P It Phosphor

Refarynce - f 1.9/Mag 0 &8, 3000 ASA

The exact form of film and camera
that is used will depend upon the data
interpretation process that is used with
the test program. Polaroid cameras and
film give an instant permanent record.
The recording can be viewed to determine
if it is readable and if additional
records are required. This feature elim-
inates the recording of useless data. The
disadvantage of Polaroid f£ilm is that it
is difficult to use in machine processing
including viewers and only a single copy
(print) is available. Polaroid does make
a negative film intended for use in mak-
ing slides; however, the speed cf this
film limits its usefulness in transient
recording.

The Polaroid camera is eassentially
a framing camera where the film can be
positioned for multiple exposures if de-
sired. Framing cameras exist for stan-
dard films, usually 4 x 5 inches.

For measurements that are repeated
many times, a stepping camera is useful.
Stepping cameras are usually 35 mm and
automatically stepped one frame at a time.
The film is continuous.

Continuous motion cameras can be

used similar to a stepping camera, pro-
viding the film motion distortion during
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the oscilloscope sweep is not objection-
able.

The improvement in sensitivity that
is possible by using CW and narrowband
filters can be utilized to display re-
petitive pulse measurements. Current
state-of-the-art sampling techniques have
been utilized with standard oscilloscopes
to display sine waves about 10 GHz and
repetitive pulse rii% times in the ten's
of picoseconds (10-14 seconds).

Samplling is a process wherein a
narrow-time gate is used to measure and
store the input signal that occurs at
the time of the sample. By moving the
sample gate along the waveform on sub-
sequent repeated waveforms, the entire
waveform is sampled, stored, and dis-
played. Sampling at each point on the
waveform is normally a single sample;
however, multiple samples are possible so
that averaging can be used to improve
signal-to-noise ratios.

Analog/Digital Recording

Analog recording of a transient can
be accomplished on tape recorders or on
magnetic discs. Bandwidths of ten's of
megahertz are feasible. HRowever, tape
or magnetic recorders have poor signal-
to-noise ratios, limiting their dynamic
range to about 30 dB. Uinearity through
playback can be adequate with proper cali-
bration. The overload characteristics
of tape usually demonstrate poor recovery.

Various methods are available to
record transient waveforms in digital
form. The building blocks are available
in various forms so that particular sys-
tems can be assembled for svpecific appli-
cations.

Generally, digital recording involves
analog storage to permit waveform samp-
ling, analog-to-digital conversion of
amplitude, conversion of the time scale,
intermediate or temporary storage between
the time and au>litude conversion pro-
cesses, and finally, storage of the digi-
tal information. The most common version
of digital -ecording is shown in the
upper diagram. The analog signal is
stored in some manner so that time samples
can be determined (usually at a nonreal
time) and then each sample is digitized
and stored. The time conversion permits
the analog-to-digital conversion to be
accomplished at a lower bit rate.

An alternate approach is shown in
the lower diagram where the analog-to-
digital conversion is accomplished first.
Time conversion is then accomplished on
the digital data. This technique is



generally limited in bandwidth by the ana-
log-to-digital sampling rates, or more
correctly, bit rates,
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One digital recording technique --
the scan converter -- has been widely
used to record transients. This scan con-
verter utilizes an oscilloscope with a
precharged semiconducting target that re-
tains the oscilloscope trace as a charge
pattern resulting from secondary emission
initiated by the oscilloscope electron
gun. A second electron gun is then used
to scan the stored pattern (time conver-
sion) at a slower rate for conversion to
digital form.

iy

The waveform shown is the analog out-
put from a scen converter read gun prior
to analog-to-digital ccnversion. The wave-
form is 20 nsec wide but is displayed over
a longer time,
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One technique that has been used in
EMP measurements i& to make many measure-
ments of a single feature of the EMP tran-
sient. The peak amplitude of a waveform
can be recorded on magnetic film by re-
cording a carrier frequency on the film
and using the waveform to be measured to

PRETC PP
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erase or partially erase the film,

Energy thresholds can be reccrded
using such simple devices as fusible
links,

CW Recording

Recording of amplitude, phase, and
frequency for CU measurements can be
accomplished in a variety of ways since
the recording bar.dwidth for a single data
point is very small. Oscilloscopes can
be used to display CW data but generally
are not used due to the film processing
and reading.

The most common form of CW recorder
is a pen-chart recorder. These recorders
are available in many forms with the writ-
ing mechanism being ink, electrie, thermal,
optical, or impact. Recording bandwidths
in the ten's of hertz are easily attain-
able aund adequate. Chart recorders can
be single-channel or multiple-channel.

X-Y recorders can be used to display
CW data in a form that is more acceptable
for human interpretation. An X-Y record-
er is essentially a special-purpose chart
recorder.

The normally slow data rate for CW
data allows the uses of simple analog-to-
digital converters. The incremental digi-
tal tape recorder is well suited to stepped
low-data rate data recording. The record-
ing of CW data in digital form is useful
if further machine processing warrants
its use, since machine processing will be
recuired to provide a visual display that
chart recording will give directly.

Data Processing

Raw recorded data is useless unless
it can be displayed in a meaningful way.
Good data processing unifieg .7 set of
disjoint raw data poluts im*z a picture
of how the system responds to electrical
transients. There are many reasons for
processing raw data. S

Among tliecse reasons are:

e To expand the dynamic range of
a single recording by the proper
recombination of multiple re-
cordings.

e To indicate trends or determine
specific responses

® To alter the data format, such

as conversion from the time do-
main to the frequency domain, etc.
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e To average or summarize the re-
sults from a number of discrete
tests to minimize measurement
errors

e To compare data
e To average out noise.

There are a wide variety of tech-
niques or machines to perform these data
reduction or processing functions. In
some instances, where only a limited
amount of data must be processed or where
only a "'‘quick look" is desired, the pro-
cessing may be accomplished manually.
Manual processing may include manual digi-
tization of oscillograms, etc. Where
large volumes of data must be processed
or where a great deal of manipulation of
the data is required, manual processing
is impractical and machine processing
must be employed. A few typical cate-
gories of machines for this purpose are
indicated.

Processing Machines

Anslog-to-digital scalers
IBM card systems
Plotters

Special-purpose computers

* % ¥ %

General-purpose computers

Where machine processing is required,
the necessary programs must be available.
Some of the more commonly used are indi-
cated. Special programs may have to be
developed depending on the type of data,
data format, or information output de-
sired from the data. A great many special
programs exist but are not listed since
they generally are not applicable.

Mathematical Tools

% Time Domain Conversion

»* Statistical
#Circuit Analysis
% Special - Purpose
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Calibraticn

Proper calibration necessitates a
complete understanding of the response
characteristics of the entire measure-
ment system. For transient recordings,
the transient or pulse response of the
cystem must be measured and documented;
aud for CW measurements, the frequency
vs, amplitude and sometimes vs. phase
must be measured and documented. These
galébrations must be periodically veri-

ied.

Calibration signals should be in-
cluded with the data to bec certain that
recuorded amplitudes, times, and fregquen-
cies are correct. Calibrations should
be an integral part of the entire data
measurement procedure including the data
reduction system. Recorded data is use-
less unless the relationship between the
signal being sensed and the tabulated or
displayed data is known.

Calibrations determine overall re-
sponse characteristics, relate inputs to
outputs, and provide scale factors for
the data. In practice, measurement sys-
tems calibrations are accomplished in
three steps: in-the-field measurement
system calibration, data record calibira-
tions and data processing calibration.

Calibration, ideally, should only
have to be performed at the onset of the
test program. This would be acceptable
if the simulator output, and the measure-
ment system response did not change with
time. In some cases, changes have been
seen to occur from shot to shot. There-
fore, periodic checks are required. The
frequency at which the calibration must
e repeated is a function of the perform-
ance of the-energy source and the measure-
ment system. This repeatability of data
must be determined prior to tle actual
test program.

Factors which cause instrumentation
system calibration to change include:

e Carelessness resulting in damage
to the instruments or telemetry
links.

e Misalignment or improper con-
nection of telemetry links

o Temperature effects

e Aging of components or batteries
used in remote units

e RKerouting of cabling and changing
length of telemetry cables

e Replacement of signal wires or
components.
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Many of these factors are long-term main-
tenance problems. Others, such as battery
charge conditions, imay change over short
periods on the order of 2 to 4 hours.
Again, depending on the known performance
charecteristics end condition of the sys-
tem, the frequency of calibration checks
can be established,

Measurement System Calibration

The measurement, of the in-the-field
system performance involves exposing the
measurement system to a known signal and
recording the resulting output signal.
For probes, known voltages and currents
can be directly coupled to the probes.
For a field sersor measurement system,
the entire system must he exposed tv a
known electromagnetic field. This often
is done using a transmission line simu-
lator as discussed earlier. If a probe
measurement system is to be used in the
presence of large simulated EMP electro-
magnetic fields, then that system response
to the incident fields must be known.

The impulse response or CW amplitude
and phase response can be used to define
system measurement characteristics since,
for linear systems, the impulse response
is the inverse Fourier transform of the
CW amplitude and phase respoase, If the
CW response is to be used to unfold time
history recordings, response data is re-
quired to define amplitudes that are down
at least 40 dB from the maximum or mid-
band response. Phase must be defined at
each frequencv. Phase measurements must
be made at a minimum of five frequencies
per cycle of cystem phase response
(0 < ¢ < I radians). Both the phase and
amplitude must be measured at all fre-
quencies.

The accurate measurement of phase
using an oscilloscope to record the data
is difficult. Determinacion of the zero
crossing or specified amplitude level on
successive cycles from the oscillograms
can easily result in errors due to manual
data reduction. Also, low-level CW signal
rasponse cannot be used to determine
measurement system nverload response which
is a function of signal amplicude and is
a nonlinear process.

Pulse or transient measurements can
be used to determine system response. The
scep function response and/or impulse re-
sponse can be measured, providing suffi-
cient care and accuracy are used to make
the measurements. A step function input
must rise in a time that is at least an
order of magnitude faster than the re-
sponse rise time of the measurement sys-
tem, and must remain at constant amplitude
for a time that is long compared to the
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longest observable time limit of the
system determined from the system low-
frequency response. An impulse must have
a total duration that does not exceed 1/10
the measurement time response or rise
time. These requirements on the waveform
used to determine system response means
that the waveform spectrum exceeds the
measurement system banlwidth. Observa-
tion of these input waveforms requires
the use of even wider bandwidth oscillo-
scopes. For repetitive pulses, wider
bandwidths can usually be recorded using
such techniques as a sampling oscillo-
scope.

The system transient response measurec-
ment demands that mulitiple records of the
measurement system output be made with a
wide range of amplitudes and time bases
so that the output time history can be
accurately defined. Definition of the
measurement system pulse response means
that the system time response is defined
for all times, both fast rise times and
long decay times. The response must be
measured at a sufficient number of time
points so that straight lines between the
points still define the waveform. Often,
over 1000 points are required to define
each waveform accurately.

The time respons: ¢f a system can

be measured using any other input wave-
shape, provided the waveshape is accur-
ately known and its spectrum is well known
over a bandwidth that exceeds the measure-
ment system bandwidth. The response of

a systein can never be defined by a test-
ing spectrum that only partially covers
the system bandwidth.

Repetitive pulses with known spec-
tral notches or amplitude zeros should
not be used to determine system response
because of the obvicus problems associated
with division by a vanishingly small num-
ber.

Data Renording System Calibration

An in-the-field measurement system
designed tn record waveforms whose re-
sponse is wall known is useless if the
system produces unmarked, unlabeled photo-
graphs or charts. Data calibrations must
accompany each record so that each point
of the record can be assigned a value
that can be relatec¢ to the sensed signal
using the known measurement system re-
sponse, Most receiving and recording
systems wil! have nonlinearities which
must be calibrated even though the sys-
tem may be reasonably linear in the region
in which it is intended to be used.

Waveform calibrations required in-
clude a standard time waveform. A CW



signal is often used for a time reference.
CW frequencies that are above the normal
system bandwidth must be used to adequate-
ly quantify short times. Frequency can
be accurately measured to determine time.

Amplitude calibrations can take the
form of volts-per-unit deflection or can
be applied at the measurement system sen-
sor or prohe to give directly the senced
parameter -per-unit deflection. 1If a fast-
rise, flat-topped pulse is used for wave-
form calibration, care must be exercised
to select an amplitude point on the cali-
bration waveform where the system loss is
well known to calibrate the data display
in terms of volts/division or other para-
meters since pulse distortion may be pre-
sent., A CW signal within the system.
response bandwidth can be used to allevi-
ate this problem. However, a single fre-
quency does not verify that the waveform
system response is unaltered. It seems
desirable to use some combination of
pulse and CW for calibrations.

Regardless of the type of amplitude
calibration that is used, more than one
amplitude is required to check for non-
linearities. Just as important, it is
necessary to know zero level for all read-
ings since amplitude is a linear measure-
ment from some reference (zero) to the
point on the waveform.

Waveforms that have both rapid and
long-time variations are often recorded
on multiple records. The assembling of
these records into a single waveform
record requires that overlapping features
of the individual records be matched --
usually in time. Waveform features that
are well defined can be used but often do
not exist where wanted. Thus, some
common time reference is desirable for
multiple recordings. Trace intensity modu-
lation can be used for this function. A
calibrated waveform also regquires labels
to define the measurement parameters that
are riot a part of the measurement system.
These housekeeping parameters are test
point location, date of measurement and
other parameters that relate the data to
the EMP hardness test plan. Often in-
cluded are measurement system parameters,
such as control settings, that can be
used to verify the calibrations or some-
times in place of waveform calibrations.
The redundancy in housekeeping records
can resolve human errors in the data.

Measurement systems that record data
in the frequency domain must also provide
calibrated records. Both the ampljtude
and phase result in some form of recording
deflection. Each recording requires
calibration. For amplitude-phase cali-
brations, it is often desirable to inject
the calibration signal at the sensor or
probe so that both amplitude and phase
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can be related directly to the measured
signal. 1If calibrations are injected
at any other point in the measurement
system, then the system response cali-
brations must also include the calibra-
tion system response.

Amplitude calibration is usually
performed using a signal with a fixed
known phase. Phase calibration is per-
formed with a known constant amplitude
signal. The system phase response may
be a function of amplitude, thus requir-
ing additional data calibrations with
several signals of different amplitudes.

The calibration signal must be pre-
cisely located in frequency relative to
the frequency characteristics of the
measurement system. For relatively broad-
band systems, this is simple. However,
if the system has a very narrow bandwidth,
it may be necessary to provide within
the system some method whereby the cali-
bration signal and system tuning fre-
qiency can be aligned by zero-beating,
for example. 1In all cases, the data
records require an indication of system
frequency and calibration signal fre-
quency.

For CW data recordings as with all
data recordings, zeros of amplitude and
phase must be included in the data cali-
brations. Since normally more than one
recorder is required to record amplitude,
phase, and frequency, some common refer-
ence to all recordings is required. For
single-drive, multiple-recording channel
recorders, the known relative positions
of the various recording pens suffice.
For multiple recorders, a common refer-
ence signal and ''side marking' pens are
commonly used. As with any recording
system, housekeeping functions must be
recorded to define the measurement and
the measurementi system,

Data Processing System Calibration

Knowing the in-the-field measurement
system response characteristics and having
well marked and calibrated data records
are necessary but are not sufficient to
a good test program. The response char-
acteristics of the data pi..czsing sys-
tem must be known since processing
translates the recorded data into a mean-
ingful format.

Even the simple processing that is
involved in hand plotting of data will
alter the dynamic range and reading sensi-
tivity.

Processing calibrations must be made
for time base translation, time-to-fre-
quency translation, for frequency trans-
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lation, frequency-to-time translation,

and for amplitude trarslation. Linearity,
dynamic range, and sensitivity must be
determined,

Data processing is an information
filter and, as such, can only lose infor-
mation. Information is lost in process-
ing errors. Processing errors can come
from machine and human error or from in-
correct or inadequate mathematical pro-
cesses. The processing of representative
sample data or sample problems will veri-
fy calibration of the processing tools.

Test Instrumentation Setup

Many instrumentation concepts have
been presented for use in an EMP test
program. The implementation of these
techniques, some of the precautions that
must be taken when implemencing these
concepts, and approaches to insure the
data obtained is reliable and valid
are discussed in this section.

Testing Requirements

System hardness testing vequires the
use of simulators to create EM fields.
The measurement of these fields over the
test area (mapping) must be done with
care. The test instrumentation must be
checked for noise immunity. Further, the
instrumentation must not influence the
response of the system under test. It is
not always easy to differentiate between
valid data and noise.

The system that is under test must
be exercised for all operational modes
and configurations. The operational per-
formance of the system must be ascertained
before, during and after the test. Test
configurations include system orientation
in the EMP field, and determination of
points of entry into the system.

In the early stages of a test pro-
gram, the experimental determination of
the orientation and operational mode that
gives the maximum EMP interaction with
the system is required.

During the test planning stage, the
various portions of the system must be
reviewed to determine the electromagnetic
response of the system. Each portion of
the system will have a maximum response
for some specific orientation of the
applied electromagnetic field. This maxi-
mum will not necessarily occur on all
portions of the system at one particular
field orientation. Thus, it is often
necessary to determine experimentally if
a particular field orientation is the
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worst-case orientation. If a worst-case
orientation can be found, then all sub-
sequent testlang can be accomplished at
that orientation. Predicted worst-case
orientations should always be experiment-
ally verified.

The operational modes of the system
can also effect its response. Therefore,
verification of predicted worst-case
operational modes is required. Generally,
to determine the wcrst-case operational
mode involves functional testing or dam-
age testing.

Critical point testing is the experi-
mental determiration or verification of
the critical points in the system. Two
types of tests are used. One is an in-
ternal mapping of signals at the various
entry points to determine thosz areas
within the system that give maximum re-
sponse to EMP fields. Initially, such
mapping can be accomplished with quick
looks at the data to rank-order the ob-
servations. This rank-ordering can often
be done with a visual observation.

The other procedure for locating
critical points is to test portions of
the system in the laboratory and observe
damage or upset. The mating of these
two experimental approaches defines the
system critical points,

Point-of-entry testing provides in-
formation and definition of the coupled
signals to critical portions of the sys-
tem. Component damage and impact testing
is commonly accomplished or based upon
the energy content in a square pulse.
Because many components are sensitive to
waveform power spectra and polarity re-
versals, it is preferable to use waveforms
which more accurately approximate the
actual sipgnals measured during the point-
of-entry testing.

Test Point Accessibility

The critical points in a system that
must be monitored in a test program are
often internal to the system in a package
that has limited space and access. Thus,
to make measurements at these locatioms,
some modifications must be made to the
system. The use of circuit extenders is
one technique employed for voltage measure-
ments at hard-to-get-at critical points.
However, the addition of extenders re-
auires space that is not always available.

Limited space in a system often re-
quires that the recording instrumentation
be remote from the measurement point.
With or without the use of adaptors, it
is often necessary to cable the measured
data to a location that is accessible
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during testing. Such a location could be
a connector panel that is locatad in an
individual equipment case or cabinet or
can be on the external surface of the
system. The routing of the cables and
the shielding integrity of the connector
panel should be accomplished in such a
way as to minimize their effects on sys-
tem performance during testing.

The recording system or nonconduct-~
ing data transmission system can be at-
tached to a cable connector panel by
using a shielded enclosure as illustrated.
The instrumentation box and system shields
are constructed as one continuous shield
with the system and instrument areas sepa-
rated by the connector panel. The instru-
ment box can also be used to contain a
dielectric rod or microwave data trans-
mission system.

Instrument System
Shield Shield
Probe Cables
Recording F
ste | .
System Probe
5 ':. Cable
attery
Power Connector
Panel

SHi. JED INSTRUMENT ENCLOSURE

An alternate method to adding an
instrumentation enclosure is to add space
to the internal part of the system. Shown,
in concept, is the addition of a section
to a missile to contain test instrumenta-
tion. The sec:ion is added where the
extensions to system cabling are a mini-
mum (one cabl “own). The test section
caT conoin A :ess door. By keeping
the .ystem «>cender small compared to the
total system size, the effects upon the
EMP hardness or coupling to the system
can be minimized.

Test
Section
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Sometimes space within the system
can be found for the measurement system
by removal of some noncritical portion
of the system. The most obvious place
to find space is in some non-electro-
magnetic portion of the system such as
a rocket motor bottle, for example.

X Test
j{ Equipment

At times it may be necessary to re-
place a portion of the system with dummy
circuits so that instrumentation space
can be found. The dummy circuits should
terminate all wires that enter the cir-
cuit in their operating impedances. Par-
ticular care should be given to the
circuit cases and ground circuits to en-
sure that the effects of the dummy cir-
cuits on the system performance are
minimum. By vreplacing different portions
of the system with dummy circuits, all
parts of the system can be tested.

Original System

System Being Teated

Dummy Circuits

Test Instrumentation




The alterations to the system to
provide for test instrumentation also ap-
ply to modifications required for function-
al testing. For functional testing some
operational mode must be simulated. If
this mode is the in-flight performance of
a missile, for example, some test hardware
must be provided to simulate in-flight
response of the missile. This type of
simulation can either be mechanical or
electrical and can require its own instru-
mentation to verify proper perforrnance
during test. This added '"test set'" must
not be susceptible to EMP or alter the
susceptibility of the system under test.

If the system under test is a portion
of a larger system, then functional per-
formance can only be checked by providing
the missing portions of the system or
their functional equivalents. A function-
al programmer is often required to pro-
vide the proper stimuli to test the system.
This programmer can be remote to the sys-
tem under test or it can be added to the
system that is being tested.

Precautions

The use cf electronic equipment to
wake an EMP hardness or susceptibility
measurement may alter th2 system suscepti-
bility to EMP. If the measurement equip-
ment is comparab.e in size to the system
being tested, then the response in all
likelihood is grossly affected by the
measurement system. If the measurement
equipment can be made small enough not
to alter the electromagnetic rields and
does not influence the system measurement
point, then reliable measurements can be
attained. Nonconducting transmission lines
are often used to minimize equipment lo-
cated in the vicinity of the system under
test. The additional complexity and costs
of using nonconducting transmission paths
is not always warranted. Often, it is
possible to use larger, simpler equipment
if sufficient care is applied to how the
equipment is positioned.

A measurement system can alter the
measurement in several ways. First, the
measurement equipment can be susceptible
to the simulated EMP environment. This
can be determined experimentally by ob-
serving the equipment in the environment.
If the system is a probe measurement, then
the lack of a response with no signal
applied 2t the probe is verification that
the measurement equipment is not suscepti-
ble to electromagnetic fields. For
sensor systems, this test is usually
accomplished with the sensor removed and
replaced with its electrical equivalent.
If the measurement equipment responds to
the electromagnetic field, then shielding
and other EMP hardening design practices
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must be applied to the equipment.

System to be Tested System Being Tested
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up for Testing

The susceptibility of the measure-
ment system to EM energy is an indication
of the capture of energy that exists in
all conducting materials that are immersed
in an EM field. Shielding restricts this
captured energy to the outer surrace of
the equipment. The captured energy on
the shield can be induced into the system
being tested. However, this energy can
be limited to the ground or reference
side of the measured signal by using
doubly shielded cable and instrumentation
as illustrated.

Outer Stieid
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“~lnner Unshielded
Shield Probe

Probe -
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DOUBLY SHIELCED PROBE AND INSTRUMENT ENCLOSURE

The measurement system can also form
unwanted ground loops that are coupled
directly to the measurement point. These
loops always exist but can be minimized
by using very short leads from the probe
to the point being measured. Remember,

a voltage measurement requires two points
to make the measurement and a differen-
tial measurement requires three points.
The probe reference should be directly
tied to the signal reference for single-
ended measurements. If the signal refer-




ence is sufficiently stable so that the
addition of uther equipment references do
not alter the signal reference, then the
measurement racording equipment grounds

and frames should be well bonded to this
signal reference. Often the additior cf
the reference side (frame) of an oaciiln-
scope, for example, will introduce unwanted
currents into the signal refereace. In
this case, it is desirable to float the
measurement equipment. Floating minimizes
the capacitive coupling as well as ground
loops from the measurement equipment refer-
ence to the system being tested.

Grounding of multiple instrumentation
; boxes should be at a common {(single) point

in the instrumentation system, Often,
this is accomplished by the shields on the
instrumentation cables. If these instru-
mentation cables do not all enter or exit
the box at a single entry point, addition-
al currents can flow over the box result-
b ing in increased pickup internally. 1In

some instances, multipoint grounding is
unavoidable. 1In this case, the ground
loops formzd should be of minimal area.
This can be achieved by grounding the in-
strumentation boxes with very short bond-
ing straps and running the instrumentation
cables in very clcse proximity to the
%rounding structure. To check for ground
oop pickup, a grounding scheme or system
which can be slightly altered with no
discernible change in the data implies
that the grounding system is not picking
up unwanted signals.

Bonds and ground leads should be as
low impedance as is feasible (i.e., large
diameter, short length) to minimize the
voltage drop in the reference side of the
measurement.

Ground loops can also be caused
through the test equipment power leads.
The use of self-contained power scurces
is often warranted.

How does the Measurement Equibmaent
Influence the Signal Being Messured?

@ Graund loops can be fo:mud
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Probably the first EMP test per-
formed upon a system will be to determine
the effects of the test instrumentation
and system test modifications upon the
EMP susceptibility of the system. The
techniques that are used for such tests
are not easy to describe since many factors
can alter the EMP susceptibility of a sys-
tem. However, two general conceptual
approaches are helpful to determine if the
test results from the system and test
equipment together are giving meaningful
results,

Incremental addition is adding the
instrumentation and modifications one at
a time in as smali an increment as possi-
ble to determine if any noticeable effect
upon the system can be observed. This
procedure then defines the effects of each
addition on the system response.

An alternate approach is substitution.
Substitution involves making test obser-
vations with and without the other instru-
mentation or modification of the system,
Example, observe one test point while
connecting or disconnecting other probes
or grounding points.

Either of these two concepts requires
that some initial instrumentation be added
to the system to make the first observa-
tion. This instrumentation can be less
complicated than the final instrumertation
and, consequently, smaller in size. For
example, instrumentation to make broad-
band time waveform recordings is wmuch more
complicated and larger than single-fre-
quency-peak-reading instrumentation,

Thus, if warranted, the effects of final
instrumentation on the system can be in-
vestigated using CW, even though the in-
strumentation is designed for use with
EMP-type measurements.

For data collection by any probe or
sensor that is balanced (i.e., current
probes, differential voltage probes, loop
sensors, and balanced dipole sensors) un-
wanted pickup can be determined by making
two data recordings, one of which is with
rthe probe or sensor reversed. The rever-
sal should result in a repeated signal
magnitude with a polarity reversal for
time waveforms or a 18300 phase reversal
for CW. Interference or pickup will show
as the difference between the two data
recovdings. 9ften the magnitude of the
interference is determined in data re-
duction sc that some data should always
be recorded with probes reversed, even
though no appreciable interference is
noticeable.




Quality Assurance Testing

Quality assurance testing encompasses
a wide variety cf testing techniques. At
the component level, components can be
checked to confirm that they perform as
required prior to their inclusion in a
final system. The actual testing tech-
nique used will depend upon the component
and system. This form of quality assur-
ance testing requires that the entire sys-
tem has been tested so that the system
specifications can be related tc measure-
ments on individual components. These
measured characteristics at the component
level can then be used to develop speci-
fications for quality control. This same
apgroach can be applied to equipments and
subsystems.

At the system level, quality assur-
ance tests consist of tests to monitor the
EM response and hardness of the syscem,
and tests that can be performed to ensure
system hardness over tne system's intended
life cycle. Quality assurance monitoring
of a system will generally require some
form of energy source to introduce a moni-
tor signal into the system. Ideally, this
source would be the simulated threat. Be-
cause of the complexity inherent in pro-
viding this threat, however, another source
that can be related to the system hardness
is often used.

Cne possible quality control test
source could be a CW source that radiates
at a few discrete frequencies. The re-
sulting coupling to critical points could
be determined using sensitive narrowband
receivers while the system is active. For
some installations, the CW source could
be existing radic signals.

Quality control can be built into a
system to test critical portions of the
svstem. For example, cable drivers can
be included or control wires added to con-
duits that are used to inject signals in-
to critical cables.
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The shielding effectiveness cf a
buried facility could be monitored by
forming a conductive loop around the
structure to provide an energy source.

Signal

Buried Facility Source

The relationship between the system
threat response using an EMP simulator
and the quality assurance response using
a simplified, non-threat waveform must be
established during the system hardness
testing. Knowing this relationship de-
fines the quality control criteria for
the monitor testing.

Some additional tests can be con-
ducted during an initial test program
that can replace future monitoring. These
tests are generally confined to items
that are suspected of showing deteriora-
tion with time. For example, if an access
hatch can make a questionable RF seal,
then a worst-case condition can be estab-
lished for testing by leaving the hatch
loose or open. If hardness is still
maintained, then quality assurance to
check the RF seal is not required. An
open hatch may bte unrealistic. However,
the worst condition that the RF seal can
possibly attain would be simulated for
worst-case testing.

This concept during the system test-
ing phase can eliminate many potential
quality cortrol meassurements.

It should be emphasized that most
systems are not static and will undergo
modifications. The effect of these modi-
fications can change the EMP hardness of
the system and can be detected with a
good quality assurance measurement pro-
gram,

7.9 TEST PLANNING

Previous sections of this chapter
have discussed the simulation techniques,
the characteristics of EMP simulators
and instrumentation necessary and avail-
able for performing on empirical suscep-
tibility assessment of a system. This
section will discuss the need for an




organized system test plan, the overall
test planning and scheduling, and the
constituent parts of the detailed test
plan. The discussion will be directed
toward a system level test in a large
scale simulator since this level of test
planning is generally the most complex.

Pre-Test Planning *
~ “ ‘

Pre-test planning ir  in absolute
necessity in any test prajram. The time
spent in the pre-test plafining will be
recovered many times over furinpy the
actual conduct of the test proften,

It must be recognized thil~. testin
at the system level is but onu pthase o
the overall hardness assurance yrogram.
The other phases of analysis, design, and
laboratory testing all impact the test
program. Therefore, test planning to
coordinate phases should be initiated at
the onset of the piogram.

A well thought-out test program will
result in a minimum expenditure of time
and cost for the system level test. Fur-
ther, well defined test objectives will
insure that the proper tests are con-
ducted, The results of the system anal-
vsis and a bench testing program are
additional important required inputs to
the test plan since these inputs can, if
properly erecuted, reduce the time re-
quired at the simulator facility.

System level testing requires bring-
ing together several personnel teams.
These teams include:

® Simulator operations team

e Instrumentation operations
team

e Data processing team
e System operations team

To efficiently coordinate these
teams in terms of preparing for and con-
ducting the test with a minimum of lost
time requires a well thought-out plan.
The plan must spell out the who, what,
when and where for each step of the test
progream.

A typical complex weapons system
test takes about one (1) year to plan
and organize. It is an iterative process
which is usually conducted in three (3)
stages. These stages are defined as:
(1) General Program Plan, (2) General
Test Plan, and (3) Detailed Test Plan.
The stages (plans) have increasing levels
of detail. Each stage is subjected to
review and discussion. The objective of
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the review process is to marry the sys-
tem with the appropriate facilities
(simulatox and instrumentation) to meet
the objectives of the test.

General Program Plan

The first step in preparing for o
system level test is the formation of a
general program plan.

The general program plan must con-
tain; as a minimum:

e General statement of the test
objective

e Qualitative description of the
system
e General description of threat
. criteria

e General description of the pro-
posed tests

e Proposed test schedule
e Priority of proposed tests

e Organizations to te involved
in th2 tests.

The general program plan must present a
concise statement of the purpose of the
test program. Often, it will include a
list of primary objectives and a list of
secondary objectives that are to be a
achieved. Probably the most sbused state-
ment in the objectives of past test pro-

grams was: ''To prove that the system
could survive the EMP from a nuclear
detonation.' Since above ground nuclear

testing is bammed, it is impossible to
prove that systems can survive their real
use environment. Tests provide infor-
mation which can be used in an analysis
which estimates the survivability of the
system in anticirated real environment.

The statement of the test objectives
must be more specific., Example test ob-
jectives might be:

e To validate the EM coupling anal-
ysis for a structure

e To validate analytic predictions
and estimates for coupling to
deliberate antennas o. to inte-
rior cables

®¢ To aid the understanding of pos-
sible upset modes on major sub-
systems

e To verify that EMP hardening de-
signs are sufficient for pro-




tection of mission critical
systems, etc.

Having a well defined set of test objec-
tives, a test program can be outlined for
achieving these objectives.

A qualitative physical and {unction-
al description of the system to be tested
must also be grovided in the general pro-
gram plan. The ph¥aica1 description must
include the size of the structure(s) com-
grising the system, interconnection (con-

iguration) of the structures, typical
deployment, and identification of deliber-
ate coupling sources. The functional
description of the system must identify
the operational modes and configurations
of the system and the mission critical
subsystems. In addition, the functional
description should identify those func-
tions that must be monitored to evaluate
system performance befcre, during and
after the tests.

The threat criteria should be iden-
tified in general terms. These threat
criteria should be redefined in terms of
the desired test environment criteria.
The test environment criteria should de-
fine the test waveform, angles of arrival,
polarization(s), initial test level and
incremental steps desired, maximum field
strength desired, and the relatability
of the test environment to the threat
criteria. The requirements for field
illumination, direct drive, or combina-
tion ther:sof should be stated.

A general description of the proposed
tests and the priority assigned to the
various tests should be defined. At this
stage, the test description need only
identify the type of test, i.e., skin
current or current density on the strue-
ture, interior cable sheath, bulk core,
and/or individual wire currents, interior
E and H fields, etc. Test points need
not be identified at this stage, but the
total number of data points for each test
should be estimated. In addition, the
number of system orientations, configur-
ations, and operational modes to be tested
should be identified. This will enable
the total number of data points to be
estimated.

The proposed test schedule should be
identified., Estimates, based on test
priority, of the time to be allocated to
each test phase should be stated. The
total time cthe system will be available
for test and when it will be available
should be specified.

The final aspect of the general pro-
gram plan is identification of those
contractors and government agencias who
will take part in the tests. The respon-
sibility of each group should be estab-
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lished. 1In addition, the support to be
provided by each group, in terms of man-
power, logistic, and instrumentation
support should be discusged. Lead per-
sonnel who will constitute the test work-
ing group representatives from the various
contractors and agencies should be iden-
tified. Administrative personnel who
will work out administrative details,
funding of the support groups, and logis-
tics supply should also be identified.

Based on the data supplied in this

glan. a test working group can be estab-

ished to work out the ability of the
participating organizations to support
the test. Modifications to the test
plan, presentation of alternative test
plans, presentation of contingency test
plans and establishment of final test
schedules can be prepared. This general
program plan should be submitted approxi-
mately six to ten months prior to the
anticipated test date.

General Test Plan

The general test plan is the second
iteration in the overall test planning
process. It is a more detailed state-
ment nf the tests to be performed, and a
complete technical description of the
system to be tested. It should include
as a minimum, the following:

e Precise statement of the ob-
jectives of each test to be
per formed

e Description of the test approach
to be utilized to meet the test
objectives

e Environment levels and orienta-
tions for each test, i.e., sim-
ulator requirements

e Complete technical and function-
al description of the system
(test model)

» Instrumentation requirements

e Data reduction and processing
requirements

A precise statement of the objec-
tives og each test to be performed must
Be prepared. 1t should identify the
reason for the test, the data to be ob-
tained, and the use th.t will be made of
these data.

The test approach to obtain the data
identified iIn the test objective must be
specified. Tha test approach selected
will depend on the size and complexity
of the system to be tested, constraints
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such as whether destructi're testing is

permissible, availability of environment
simulators to produce the environment re-
quired, and availability of instrumenta-

tion to measure the expected signal levels,

The test approach may utilize any of the
test concepts discussed earlier in Section
VII. The test working group will direct
the test avproach based on the general
program plan and information on available
simulators.

A description of the environment
characteristivs for each test objective
to be accomplished must be defined. This
description must include field polariza-
tion, field level(s), angle(s) of arrival,
volumetric coverage required, general
waveform characteristics (rise time and
fall time or ¢ folding time). Require-
ments for field mapping in the vicinity
of the test ¢ystem, and monitoring of
shots should;bhe defined.

A complete functional description
of the system must be presented. This
should include operational modes, iden-
tification of mission critical elements,
and functional checks to evaluate systemn
performance. Special safety precautions
should also be specified if damage or
upset of an operating system can result
in potential hazards to the test person-
nel. If these safety measures require
special equipment such as shrouds for
laser systems, safety go%gles. safety
blocks, etc., these should be identified.

The technical description must be
sufficiently detailed to provide the
required information for placing the
current and voltage probes. This may
involve equipment location plan and per-
spective drawings, circuit block diagrams
and schematics, identification of desired
test points, and means of access to test
points. If special break-out boxes or
equipment modifications are required,
these should be specified. If these
additions or modifications can effect the
system response, they should be included,
if possible, in the pre-test analysis of
the system. Constructional features, es-
pecially for EM shielded portions of the
system, should be provided. Many times,
photos can be used to great advautage to
present this information.

The results of the pre-tast aaalysis
and any in-house laboratory testing should
be utilized to the utmost. These pre-test
data will define the anticipated signal
levels and frequencies, and predict the
potential for subsystem/system damage or
upset. Pre-test analysis can also aid
in defining test points, potential points-
of-entry into the system, expected shield-
ing characteristics of various portions
of the system, etc.
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Tho results of the pre-test analysis
and in-house laboratory testing are an
indispensable aid in determining the test
instrumentation requirements. The test
instrumentation requirements should be
sgecified in as much detail as possible.

If standard commercial probes, sensors,
data links, and si§na1 conditioning equip-
ment are to be utilized, specification by
commercial part number may be adequate.
However, since there is usually more than
one type of commercial, or government
instrumentation that are equivalent, it

is often a good idea to include the data
sheet information to describe the instru-
mentation. The general information neces-
sary on probes is bandwidth, sensitivity,
input and output impedance, dynamic range,
common mode rejection ratio if applicable,
shielding requirements if applicable, and
physical characteristics (primarily size,
requ%red diameter for current probes,

etc.

Required bandwidth of data telemetry
and data recording systems must also be
specified. Gair requirements, dynamic
range, and levels to be recorded can be
determined from expected signal levels
and sensitivity of recording equipment.
Data recording requirenents also include
time base or sweep rates for time or
frequency waveforms. Requirements for
multiple recordings per test channel
should also be specified. The need for
custom designed or mndified instrumenta-
tion requirements should be indicated
including specifications, circuit dia-
grams and fabrication drawings. This
applies also to break-out boxes for
attaching current and voltage probes.

Data reduction and »rocessing re-
quirements should be described. If quick-
look data is desired, it should be indi-
cated in the test plan. Cther data
processing requirements might include
digitization of data, time-to-frequency
transforms, computer analysis and print-
out of peak amplitudes and dominant reso-
nant ring frequencies, scaling to threat
criteria if low-level simulators are
used, etc.

The general test plan should be
distributed to all participating organi-
zations approximately four (4) to six
(6) months prior to rthe test date.

Detailed Test Plan

The detailed test plan represents
documentation for the performance of the
test. The results of the review of the
general program plan and the general test
plan by a test working group and an ad-
ministrative group must be reflected in
the final document. As a minimum, it
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must contain the following information:

e Specific objectives of the overall
test program and each phase of the
test program

® Detailed description of the test
nodel noting all differences (in-
cluding modifications incorporated
for test instrumentation purposes)
from the standard model

o Complece description of the test en-
vironments, and simulator character-
istics for each phase of the test
program

® Supporting drewings and diagrams of
the system, instrumentation, compo-
nent wiring diagrams, functional
diagrams, etc,

e Functional procedures for system per-
formance checkout and evaluation
during/after each phase of the test
program

e Complete description of the system
configuration, orientation, and op-
erational modes for each phase of
the test program

e Detailed description cf all instru-
mentation including purpose and char-
acteristics of each probe and sensor.

o Detailed test and calibration pro-
cedures

e Complete description of all data to
be obtained for each phase of the
test program

e Complete description of the data flow
and reduction procedures to be used
during and after the tests

e Detailed schedule that specifies day-
by-day measurements and documentation
delivery requirements

e List and format of all logs and sum-
mary documents to be generated on
the test program and the organization
responsible for preparation and sub-
mittal of the document.

Administrative information must also
be submitted concurrently with the techni-
cal description. This information may be
supplied as a part of the detailed test
plan or as a senarate document. This in-
formation identifies the responsibility
and authority of each organization partic-
ipating in the test program. As a mini-
mum, it should include the following
information:

e Each organization's relationship and
authority

33

e Each organization's responsibility
for providing support in the area of:

a. equipment and instrumentation

b. administrative and test per-
sonnel

e Security and safety requirements
o Logistics
The detailed test plan elaborates on

the general test plan. The revisions to
the general test plan required as a re-

sult of the reviews and meetings associated

with the test planning function, and any
new material in these areas, must be in-
corporated into the detailed test plan.

In addition to the material innluded
in the general test plan, are detailed
tests and calibration procedures. These
procedures should be step-by-step tech-
nician oriented instructions for instru-
mentation setup. Means of identifying
data quality (such as noise determination
shots and probe reversal) should be docu-
mented. The instructions should specify
how often noise checks and calibration
must be repeated.

These step--by-step procedures gener-
ally do not have to be documented for the
simulator operations team. Simulator
operations procedures are well established
in most cases and specially trained per-
sonnel familiar with these procedures are
the only persons authorized to operate
the large scale simulators,

A typical organization chart for a
test program to be conducted at the Air
Force Weapons Laboratory (AFWL) is illus-
trated.

SPO
Program Director ©

Test Oirector®

AFWL
Test Cenductor® Test Project Officer®

— ' 1
Dota Group | Weapon 3ystem instrumentction

Hordwore Group Group®
[ 1
System .J

Facility Group® Operational Group'

Weapon System
Contractors

© indicates Mandatory Test Working Group Membership

TYPICAL TEST ORGANIZATION
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Th#,Test Director is usually from
the prime contractor's organization if
the objective of the tests is to provide
design inforpation. If the tests are
certification type tests, he may be a
representative from the System Project
Office (S®0). The Test Conductor is us-
ually from the organization responsible
for the simulator and instrumentation
facilities. The remaining groups can be
drawn from énv of the organizations par-
ticipacing in the test program. The mix
of these groups will depend greatly on
the nature of the test program and system
undexr test. The authority and responsi-
bilities of each individual or group must
be identified to result in an e%ficient,
orderly test program.

The number of test support personnel
from each ¢¥. . lie participating organiza-
tions must be identified. Detailed job
functions for each group, and in some
cases, individeuls, must be prepared. In
this way. coverage for all initial test
functions is assured.

Securify and safety requirements must
also be identified as well as the cogni-
zant person in charge of these activities.
Generally, cre person from the prime con-
tractor and one from the testing organi-
zation is given responsibility for these
duties. Security requirements include
classification of hardware, classification
of data, and physical security to protect
the system from tampering. Safety re-
quirements include potential shock hazards,
personnel safety during checkout if po-
tentially hazardous systems are involved,
protection of fuel subsystems if vehicles
are fueled, removal or safing of ordnance,
etc. If renquired, protective devices and
their suppliers must be svacified.

A cognizant individual or group
should also be identified for all logistic
functions, especially i1f non-durable pro-
visions are necessary. This includes fuel
for operating the system, film for instru-
mentation cameras, documentary photography,
special targets for weapons systems, etc.

The detailed test plan must be sub-

mitted between one (1) and two (2) months
prior to commencement of the tests.

Detailed Test Plan Outline

An outline showing some of the im-
portaat tasks to be performed in the over-
all test program is provided here for
guidance and to indicate the salient
features of a test program. Every test
program will not necessarily contain all
elements listed.
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1.0

2.0

3.0

4.0

5.0

Detailed Test Plan

(Typical Outline)

Introduction

1.1 Purpose

1.2 Test Objectives

1.3 General Description of Test
Program

Test Program Management and Respon-
sibilities

System Description

3.1 Physical

3.2 Functional

3.3 Identification of Mission
Critical Element

Pretest Analysis

4.1 Coupling Prediction
4.2 Prediction of Signal Levels

4.2.1 Cable Sheath Currents
4.2.2 Terminal Voltages and
Currents

4.3 Prediction of Damage/Upset
Susceptibility

4.4 Identification of Points of
Entry

4.5 Identification of Critical
Circuits

4.6 Identification oxr Worst-Case
Coupling

General Test Requirements
Simulator Characteristics

Instrumentation Requirements
System Meodification Require-
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ments

Special Test Equipment Re-
quirements

Onerational Safety Require-
ments

5.5.1 System
5.5.2 Simulator

5.6 Support Requirements

Maintenance Spares
Special Fuels for
System

Supplies

Test Equipment
Data Processing
Security
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Test Procedures

6.1 Scope



6.2 Operational Checklists
6.3 Performance Verification
6.4 Detailed Measurement Proce-
dures
6.4.1 External Fields
6.4.2 Exterior Surface Cur-
rents
6.4.3 Internal Fields
6.4.4 Cable Sheath Current
6.4.5 Cable Core Current
6.4.6 Terminal Voltage/Current
6.4.7 Terminal Input Imped-
ance .
6.4.8 Upset Measurements

7.0 Test Schedule
8.0 Documantation

8.1 Test Log
8.2 Test Data
8.3 Test Reporting

REFERENCES

"'DNA EMP Preferred Test Procedures." DNA
3286H, Defense Nuclear Agency, Wash-
ington, D.C. 20305 (under Contract
DNAO01-75-C-0074 to IIT Research
Institute, Chicago, Illincis 60616),
Revised February 1977.

"Engineering Techniques fer Electromag-
netic Pulse Hardness Testing,'
DNA3332F, Defense Nuclear Agency,
Washington, D.C. 20305 (under Con-
tract DASA0l-71-C-0087 to Stanford
Research Institute), September 1974.

Electromagnetic Wave and Radiating Sysw.ems,
E.E. Jordan, Prentice-Hall, Inc.,
19590.

"Electromagnetic Pulse Instrumentation
Handbook,'" Air Force Weapons Labora-
tory, Kirtland AFB, N.M., AFWL EMP
Measurement 2~-1, October 1971.

"Electromagnetic Pulse Sensor Handbook,"
Air Force Weapons Laboratory, Kirt-
land AFB, N.M., 4FWL EMP Measurement
1-1, June, 1971.

O I P

PR St SCEAE



J e Tt

{
|

T veaowe

SECTION VIIIL

APPROACHES TO VULNERABILITY
ASSESSMENT AND SYSTEM HARDENING

8.1 INTRODUCTION

Hardening of a system against the
EMP resulting from a nuclear weapon deto-
nation is a complex problem. Previous
chapters have discussed the environment
generation, the potential effects on sys-
tems, system protection, and the analyti-
cal and experimental tools available to
perform a hardness assessment of the sys-
tem and verify the hardness design. The
available knowledge, and the present capa-
bility in each of these areas is limited
and a degree of uncertainty still, and
probably always will, exist.

EMP hardening is a system probleu,
that is, the approach and hardening imple-
mentation are highly system dependent.
Further, hardness assurance is a total
system life problem which must be consid-
ered during the hardening design phases.
The design must be cost effective; this
results in additional considerations
(tradeoffs) of cost, performance, opera-
tional considerations, logistics and main-
tenance, and field modifications.

The state-of-the-technology in EMP
hardening is not sufficiently advanced to
provide detailed hardness standards and
specifications. There is no single stand-
ard plan for EMP hardening. Each system
manager must consider the EMP hardening
in the light of his system peculiarities,
needs, feasibility, time and cost, facili-
ties and contractors,

8.2 GENERAL APPROACH TO EMP HARDENING

EMP hardening must be considered
from the onset of the program through the
operation/maintenance phase of the pro-
gram as illustrated. At program onset,
the threat scenario and the system mission
must be considered. These inputs provide
preliminary information for determining
what portions of the system must be hard-
ened and the total hardening requirements.
Usually, because no detail is available
on the system, this implies performing a
"worst case' analysis. Each of the threats
identified in the threat scenario defines
an environment the system must withstand
which, along with the defined operational
modes of the gystem, identifies a set of
initial system design criteria.

Design criteria for protection from
EM effects other than EMP should be inter-
jected at this time. Cost effective
hardening for any EM environment requires
maximizing performance at the minimum
cost., If costs can be shared, the costs
for the entire EM hardening effort are
minimized. 7These cost savings occur both
in the design and production phases of
the program. Further, it is desirable to
minimize the system complexity by insur-
ing redundant ..ardening for the various
EM disciplines is eliminated. Redundant
hardening generally results in unneces-
sary components which will have an ad-
verse effect on system reliability and
maintainability.

The resulting EM control plan will
identify the concepts by which hardening
is to be achieved. It will provide, for
example, the grounding philosophy (single
or multipecint, etc.), the cabling philo-
sophy (wired vs. chassis signal and power
returns, cable shielding, etc.), the
shielding approach (overall envelope ver-
sus shielded equipment bays, etc.), to
name a few. These concepts are trans-
lated into a set of design criteria to
be applied at the system level and the
subsystem/equipment levels, referred to
as ""allocation of the hardening require-
ments.," A second output is a hardening
design plan which stipulates certain as-
pects of the system and subsystem designs
which must be controlled very tightly to
achieve compatibility. Thirdly, it de-
fines how the system/subsystem designs
are to be verified to minimize the need
for redesign. This verification will be
performed on prototype portiont of the
system since the complete system is usu-
ally not available. They are generally
laborestory type tests at the component
level up to the subsystem level and are
usually direct injection or cable driver
tests. The results of these subsystem/
equipment/component tests or analyses
are inputs to the design evaluation task.
System ccnsiderations are also inputs tc
the design evaluation. The various ele-
ments of the design are conditionally
verified at this time.

During the prototype development
phase, verified designes are implemented
at the gsystem level. Ac this time, sys-
tem cests in a suitable simulator are
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planned. These tests should be designed
to define the worst case system config-
uration (environment and coupling). Diag-
nostic tests should be conducted to veri-
fy the predictive analysis with regard to
anticipated cable currents and terminal
voltages and currents. If a threat cri-
teria level simulator is available, dam-
age or upset verification tests can also
be performed. Numerical analysis plays

a rcle during this phase to relate the
test waveform to the threat, scale system
responses to the specification criteria,
relate test data from EMI and TEMPEST
tests, assess system performance, etc.

During the prototype development
phase, the production control plan and
the hardness continuation plan should be
prepared. The production control plan
must provide for controls at all levels,
component through final system. Pro-
curement specifications must be prepared
vhich include parts control specifications
and incoming inspection and control. De-
tailed production drawings, test fixtures,
specifications, and production line moni-
toring procedures must be prepared for
in-house fabricated portions of the sys-
tem. Final assembly and monitoring of
the elements of the system and system
level certification tests must also be
specifiead.

The hardness continuation plan must
provide the necessary inputs for the user
(system operator, depot, field mainte-
nance, etc,) to maintain the EM hardness
designed and built into the system. It
must specify maintenance procedures and
schedules for the EM hardening elements.

Where parts control is essential to
the hardening level, a list of approved
parts containing sufficient detail to
assure correct replacement must be pre-
pared. Procedures and schedules must
be identified for all levels of mainte-
nance. Operational procedures critical
to ‘the EM hardness level should be thor-
oughly described,

The final aspect of hardness contin-
uation is the control of retrofit or
future modifications of the system. An
EM control program is as essential in
this phase of the system life cycle as
the original system design. If system
modification controls are not specified
in the same degree of detail, the over-
all system hardness can be compromised.

The discussion above is only a gen-
eral outline of hardness considerations
throughout program development. Real
programs must be taillored to meet the
specific needs, facilities, scheduling,
and resources of the specific system
under development,
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8.3 THREAT/ENVIRONMENT CRITERIA DEFINI-

For either planned or existing sys-
tems, the EMP environments must be devel-
oped in context of the performance and
mission requirements of the system. The
weapon threat, detonation circumstances,
system configuration, system operational
requirements, etc., must be identified.

EMP——
Tharmal

Weapon Threot Potential

Possibie Detonation Cikely
Circumsiances F—Nuclear Weopon

From this matrix and available data
on the weapons effects (blast, thermal,
shock, radiation, EMP, etc.), as a func-
tion of range from the burst point, all
environments can be specified.

System Mission

In addition to specifying the threat
scenario, the gystem mission and opera-
tional requirements must be specified.
The operational requirements include
whether the system must function through

b the event or only post event. This strong-
L 1)
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Poasible Military
Politicol Alignment

System Misgion
System Performonce

Multi - Systems

Nuclear Waopon Tree
Threat Detjnition Debris

Dust

Likely

|—0eployment gicol

Blockout

Combinatic v Of Systems

Fallout
|

J

[=])

-—
Re - Evaluoti

Uneconomic
Hardening

Requiremeni Changes Aspecis

"Politicol Changes

Threat fcenario

The threat scenario must consider
all aspects such as the type of weapon,
yield, and likely targeting circumstances.
The weapon type, yield, and burst loca-
tion will define the EMP fields and wave-
form and levels of all other nuclear
weapons effects. Inserting the identi-
fication of the possible target locations,
the nuclear environment seen by the sys-
tem can be determined. All possible com-
binations of importance can be described
in the form of a burst/system location/
separation matrix.

THREE DIMENSIONAL MATRIX BURST
AND TARGET LOCATIONS, SEPARATION

§
I

Target |
Locetion : Medum
Burst ' SBubsurfeca  Surfece Alutude
Point

High Altitude

Subsurface
N PR b g -
Surfece

Medium Altitude '
[N .. Target

ly impacts whether upsec is a serious
problem or not,

Further, it is necessary to specify
the type of critical system elements
(i.e., manned or unmanned, employment of
digital computers or equipments, operat-
ing levels, etc.), and the system config-
uration (size, coupling structures, etc.)
This system definition has a major impact
on the required hardening design.

Nuclear Hardening Requirements

With a knowledge of the threat sce-
nario and the system mission and opera-
tional requirements, the hardening
specidications can be developed. The
concept of ''balanced hardness' must be
employed.

To implement '"balanced hardening"
all nuclear weapons threats and surviva-
bility criteria must be considered. For
example, if unprotected personnel are re-
quired for operation of the system, the
survivability of the crew to radiation
is usually the limiting factor on system
survivability. Any one of the weapons
effects can be the limiting criteria, and
it makes no sense to harden a system to
levels of EMP, ete., if it cannot be ex-
pected to survive some other nuclear
weapon effect,

Information is available in the form
of examples of other systems design
and survivability criteria to help in
this type of tradeoff study. These en-
vironmental tradeoff studies must be per-
formed fior each potential circumstance
idencified in the previous matrix.
fications derived in this manner usually
identify the worst case EMP that the sys-
tem must survive for a near-surface burst

fan e l i and, in addition, usually include the
Fi § high altitude burst case as a second set
4 Isg of EMP criteria. The high altitude hurst
o case is usually included since, for most

)
* Target
j Location

8-3

systems (i.e., surface and near surface
systems), there are no other nuclear wea-
pons effects associated with this burst
location.

Speci-



8.4 SUSCEPTIBILITY/VULNERABILITY ASSESS-

Assessment of the susceptibility and/
or vulnerability of a system must begin
with as detailed a technical description
of the system as possible, identification
and estimate of the EM coupling to the
system, and an evaluation of the effects
of the cocupled energy on critical elements
of the system. To perform this assess-
ment requires adequate mathematical and
experimental tools, and system models for
analysis which are sufficiently detailed
to be consistent with the various uncer-
tainties of the problem.

System Description

The description of the system may
vary from design concepts to detailed
technical characteristics depending on
the phase of development of the system,
If the system is in the conceptual design
ghase, far less detailed information will

e available than if the system is al-
ready operational.

A physical description of the system
is essential to performing the coupling
analysis. This must include the layout
of the system (number of elements com-
prising the system, inter-connection of
these elements, etc.), and the physical
size and shape of these system elements.
In addition, any deliberate antennas must
be identified. Characteristics of im-
portance are size of the antenna (length,
diameter, etc.), operating frequency, type
(aperture, parabolic dish and feed, whip,
dipole, long wire, etc.), and location
(height above ground, supporting structure,
etc.). In the case of new systems design,
this information may have to be based on
experience and the required performance
characteristics. If options are avail-
able, each of these options should be
described, Whenever possible, an attempt
should be made to identify ports of entry
for EM energy into the system. These may
include such things as known apertures,
hatches, access ports, ventilation ducts,
and cable penetrations.

For existing systems, the problem of
describing the system is greatly simpli-
fied. In this case, detailed drawings
and technical specifications are avail-
able. Further, an actual system instal-
lation is available for scrutiny to
identify ports of entry in the form of
apertures or peunetrations. Often experi-
mental data are available on the technical
performance characteristics of the system.
Data may also be available on the EMI re-
sponse aspects of the system which can
provide excellent guidance to its EMP
susceptibility characteristics.

8-4

Detailed circuit characterization
of the critical elements of the system,
especialily interface circuits, is also
required to perform an in-depth S/V
assessment. Even if detailed circuit
drawings and technical specifications are
available for the system, the resporise
characteristics and exact values of the
circuit components are not adequately
described, Often these component char-
acteristics can only be obtained through
a measurement program. In the case of
systems which are in the conceptual de-
sign phase, the component characteristics
and values can be estimated based on data
sheet information, by measurements on
typical or generic type components, or
from existing data bases. The type of
comporient Jdata required includes fre-
quency re.,:cnse characteristics and damage
constants for both passive and active
components. Logic levels, noise margins,
etc., must also be known for digital cir-
cuits to perform an upset assessment of
the circuits,

Electrical Overstress Assessment

The elements of an electrical over-
stress assessment are illustrated in the
following figure. The source factors are
defined by the EM coupling to the system.
These factors depend on the coupling
source pick-up and represent the driving
function for the terminal voltages and
currents.
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Source Packoging Circut Device

Factors Factors Factors

ELEMENTS OF AN
ELECTRICAL OVERSTRESS ASSESSMENT

The packaging factors are also sys-
tem dependent. These factors include the
metallic enclosure structure and cable
termination at the points of penetration
into the system.

The circuit factors include all
passive components which determine the
circuit resgonse (transfer function) and
determine the energy, voltage and/or
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surrent applied to the active component 3.

in the circuit, These factors must in-
clude the stray effects which can signifi-
cantly alter the circuit response at high
frequencies.

The device factors are those that
are associated with the active devices in
the circuic. Of primary importance are
those devices which interface directly
with the coupling sources.

There are several approaches to per-
forming an S/V assessment. These approaches

var{ in the level of detail of either the 4.
analytical, experimental or combined eval-
uation. At the ertremzs are: (1) a

"worst case'" analysis,. gnd (2) a “rigor-
ous" analysis.

"Worst Case'" Analysis 5.

A "worst case'" analysis is generally
employed to obtain a first cut (or ball
park) estimate of the system susceptibili-
ty and vulnerability. It usually utilizes

simplified geometric coupling structures, 6.

a simplified environment waveshape, and
a simplified electrical model of the ter-
minal device impedance.

This type of quick-look analysis is
particularly useful to determine whether
or not a potential EMP problem exists.

If a problem is apparent, this approach 7.

provides a high safety margin hardening
criteria. Also, worst case waveforms for
laboratory tests can be identified prior
to full scale tests. Early isolation of
potential problems enables design changes
in circuit layouts, system groupings,
etc., and provides a framework for a more
complete analytical approach as required.

The quick-look energy comparison ap-
proach involves seven major steps:

1. Establishment of performance re-
quirements:

The first step is to determine the
mission and performance require-
ments of the system and the signifi-
cance of EMP-induced malfunctions.

2, 1Identification of susceptible com-
ponents:

The second step is to identify com-
ponents susceptible to EMP degrad-
ation. In many cases, the degrad-
ation threshold is specified in
terms of the minimum joule energy
required to cause a malfunctionm.
This often must be determined em-
pirically on representative com-
ponents.
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Determination of representative
EMP collectors:

This is best done by actual visual
inspection of the system, if avail-
able, or examination of the blue-
prints and system layout. For new
systems, conceptual designs must

be used. Simplified geometric
models of the coupling structures
must be developed. Effective
height and source impedance must

be estimated,.

Development of simplified wave-
forms:

From the specified nuclear weapon
threats simplified EMP waveforms
can be developed.

Development of simplified circuit
impedance:

Impedance match between coupling
sources and circuit under study
determines energy transfer.

Calculation of the worst-case
energy:

Based on the worst-case orienta-
tions of the typical EMP collec-
tors, the maximum possible energy
collected is developed.

Comparison of the worst-case ener-
gy and minimum degradation:

As the final step in this worst-
case type of quick-look analysis,
the maximum possible collected
energy is compared with the mini-
mum energy required to degrade the
various components. If the total
energy available exceeds the mini-
mum degradation energy, then a
more detailed study, analysis and
testing should be considered. A
fair presentation is to depict the
results on a logarithmiec chart
which indicates the wide range of
energies available and associated
uncertainties with the degradation
thresholds.

Detailed Vulnerability Analysis

A detailed (rigorous) vulnerability

assessment requires development of ana-
lvtical models which define the response
of the system.
proaches which can be applied:
circuit inherent hardness estimate, and
(2) the circuit vulnerability estimate.
The circuit inherent hardness approach
utilizes component failure data or cir-

There are two generic ap-
(1) the
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cuit upset data and translates these de-
vice terminal voltages and/or currents to
circuit terminal vo%tages and currents re-
quired to produce the response through

the circuit transfer function. These
"failure" terminal voltageec and currents
are then compared to the coupled voltages
and currents to determine the margin of
safety or protection requirements.

The circuit vulnerability estimate
begins with the source (coupling estimate)
in terms of an open circuit voltage and
equivalent source impedance as the driv-
ing function. These data are translated
via the circuit cransfer function to de-
termine the device terminal voltages and
currents which are then compared to the
failure or upset thresholds.

GENERIC APPROACH FOR DETERMINING CIRCUIT
SPECIFICATION VULNERABILITY INHERENT HARDNESS

3
— Cireuit —> SR !
L3 ;_’mnth Ie : ] :
vy unction Ve : _0 :
[ |
l T—— '
T A
]
[ S —— )
Davice Model
a) CIRCUIT INHERENT HARDNESS
ESTIMATE
P m
> e \
2z Circuit ,—P 2R !
$ Transter o, ¢ 8!
i 1
Function Vo 1 I+ !
Voc ' Eﬁ
! BD .
>— N :
- =
Device Mode!

n) CIRCUIT VULNERABILITY ESTIMATE

Vep Oevice Breockdown Voitage

Rg - Device Butk Remnistance

25 - Source Impedonce

Voc ° EMP Induced Open Circuit Voitage

The accuracy of either approach is
dependent on how well the sy :tem can be
modeled. The variables associated with
the analysis are the coupled waveform, the
complex impedance of the passive elements,
the complex impedance of the active ele-
ments, the active element response (dam-
age or upset model), the complex source
impedance and, if experimental techniques
were utilized to measure these data, the
waveform used.

As stated previously, simple geo-
metric models are usually employed for
determining coupling to the structure.
Simple models can be used to obtain ex-
terior skin currents, cable sheath cur-
rents, and antenna currents. The time
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domain response waveforms are usually of
the form og damped sinusoids or a combin-
ation of damped sinusoids depending on

the coupling element resonances. Shield-
ing estimates to obtain shield currents

or unshielded wire currents on internal
cables can also be performed using simple
models. Terminal voltages and currents
are determined utilizing the transfer
impedance of the shielded cables. Comput-
er codes (analyses) are available to de-
termine the source impedance for coaxial
or multiconductor cables. Lumped parame-
ter circuit models have been developed

for simple antennas which are directly
usable in circuit analysis codes to pro-
vide the terminal voltages and currents.
For existing systems, these terminal
voltages and currents can also be obtained
experimentally.

To perform an analytical assessment,
models of the passive elements in the
circuit must be developed which charac-
terize element response for normal and ex-
treme signal levels. High signal response
models are required which will predict
failure as a function of electrical over-
stress amplitude and duratiou. These
models will predict the effectiveness of
the passive components in protecting the
active devices. The model topology must
be simple enough to permit cost effective
analysis but must include all parasitic
R's, L's, and C's which significantly
affect the circuit response. These model
parameters usually must be measured ex-
perimentally.

Damage and response data have been
documented from test programs for carbon
composition, wire wound, metal film, and
metal oxide resistors. The only analyti-
cal damage assessment model currently
available is based on a multiple linear
regression analysis based on the test
data. Subsequent work indicates a physi-
cal assessment model is achievable,

Well documented test data is avail-
able for both electrostatic and electro-
lytic capacitors. Response models have
been formulated for electrolytics but
simplified parameterization procedures
are inccmplete. The only assessment model
available is an empirical model which re-
lates the transient breakdown voltage to
the rated d¢ breakdown voltage.

Damage in inductors has not usually
been a consideration. Response models
have been empirically derived using net-
work analyzers., It must be remembered
that inductors behave as capacitors at
high frequencies.

Damage .and response models are also
#aqpitcdagir active devices in the cir-
git. Gefi@ric circuit response models

‘dr semjcomductor components are avail-
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able in most cases. These are equivalent
circuit models which include the parssitic
elenents and current and voltage genera-
tors. They are large signal models, that
i3, the noun-linear characteristics are
included in the model.

Methods for obtaining damage models
for use in vulnarability assessment for
semiconductors include:

e Destructive testing

e Existing data banks (SUPER
SAP II)

e Specification sheet data
e Non-destructive measurements

e Generic component category for
which data exists.

These methods are documented in the hand-
books.

Having developed correct models, a
reasonably accurate assessment of system
vulnerability can be obtained. The more
accurate the model, the better the assess-
ment. The most practical and cost ef-
fective approach is a combination of a
analysis and test methods. Care must be
exercised in the combined approach since
empirical component failure data are
most often obtained using simplified driv-
ing waveforms, a square wave being the
most commor.. As a result, there is not a
direct correspondence to the actual or
predicted waveforms. Conversion factors
must be developed based on a convolution
integral solution. Conversion factors
have been documented in the handbooks.
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AESOP, 7-49
Alrcraft, P3-C Model, 4-32, 4-33
ALECS, 7-46, 7-47
Amplitude Limiting, 6-30 to 6-33
Analog Recording, 7-70, 7-71
Analysis, Antenra, 4-19 to 4-29
cable, 4-33 to 4-38
coupling, 1-6, 1-9, 4-19 to 4-30
dipole, 4-19, 4~20
limits of, 1-20
linear system, 4-19 to 4-27
loop. 4-20
lumped parameter network, 4-27 to 4-29
mathematical tools for, 4-18, 4-19
missile system, 4-30, 4-31
microwave tower system, 4-31, 4-32
nonlinear system, 4-27 to 4-29
P-3C Ailrcraft, 4-32, 4-33
parabolic antenna, 4-~30
philosophy of, 4-19
quick look, 4-21, 4-22
role of, 4-17
shielding, 4-~41 to 4~43
simple energy collectors, 4-19 to 4-22
Antenna, Coupling, 1-6; 4-6, 4-7
dipole, 4-4; 4-19, 4-20
linear, 4-6, 4-19, 4-20
loop, 4=6, 4-20
model, 4-19, 4-20, 4-28
parabolic, 4-30
proximity effects, 4~16, 4-17; 4-45, 4-46
response, 4-19; 4-20; 4-24 to 4-27; 4-29,
4-30
structures modeled as, 4-30 to 4-33
Apertures, in shields, 4-15, 4-16; 4-44; 6-10,
6-11; 6-13 to 6-15
ARES, 1~-15, 7-46
Assessment, Detailed, 8-5 to 8-7
procedure, 8-1, 8-2
quick-look, 4-21, 4-22
report, 1-18
susceptibility, 8-4 to &-7
system, 8-3, 8-4
vulnerability, 8-5 to £-7
worst-case, 8-5
Atom
forces in, 3-3, 3-4
structure, 3-3
Atomic Physics, 3-2 to 3-5

B

Biconic Antenra Simulator, 7-23, 7-24
Biological Effects, 1-1

Blackout, 1-1, 3-2

Blast Effects, 1-1, 1-6, 3-1

Bonding, 6-11 to 6-13

Bounded Wave Simulation, 7-16 ro 7-22

Burat Location, 1-1, 31, 3-6, 3~7, 3-8 to 3-11

INDEX
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4

Cable, Analysis, 4-33 to 4-38
buried, 4-7; 4-35, 4-36
coupling, 4-7 to 4-9
design, 6-23 to 6-27
drivers, 7-31 to 7-38
failure mechanismas, 5-25, 5-26
penetration, 4-8
response, 4-38 to 4-40
shielding, 4-8; 6-23 to 6-27
systems aspects, 6-21 to 6-23
terminal treatment, 4-10; 6-25 to 6-27
tests, 7-38, 7-39
trausfer impedance, 4-8, 4-9; 4-36 to 4-38
types, 6-4i3 to 6-25
unshielded, 4-7
Cabling, 1-14
Calibration, 7-72 to 7-75
data processing, 7-74, 7-75
measurement system, 7-73
probe, 7-73
recording system, 7-73, 7-74
sensor, 7-73
Capacitor Failure, 5-22 to 5-24
mechanisms, 5-22, 5-23
peaking, 7-14
protection, 6-27, 6-28
thresholds, 5-23, 5-24
transfer, 7-14
Characteristics
EMP, 1-1; 1-3, 1-4; 2-5, 2-6; 3-5; 3-7; 3-8;
3-11; 4-3, 4-4
equipment, 1-6 to 1-8; 1-20; 2-6, 2-7
simulators, 7-50 to 7-52
system, 1-6 to 1-8; 1-20; 5-4, 5-5; 8-4
Circuit, Crowbar, 6-33
coupling, 6-21, 6-22
isolation, 6-27
layout, 6-22, 6-23
upset, 5-26, 5-27
Circumvention, 6-35, 6-36
coding, 6=36
non-threat specific, 6-35
software approaches, 6-36
threat specific, 6-36
Clustering, 6-4; 6-5, 6-6
Collection, Energy, 1-6; 1-3; 4-21, 4-22; 4-27

Component Damage Levels, 5-13, 5-14; 5-19 to 5-22;

5-23, 5-24
damige mechanisms, 5-5
damage testing, 7-9, 7-10; 7-10, 7-11; 7-39,
7-40
models, 4-29
Computer Programs, 4-18, 4-19
Compton, Charging, 3-12
effect, 1-3, 3-1, 3-5
Connector Failure, 5-25, 5-26
Cost, EMP Protection, 1-17, 1-18; 6-3
Coupliny Analysis, 1-6; 1-9; 4-19 to 4-30
circuit, 6-21, 6-22
fields, 2-3
I-Z2 drop, 4-5




Criteria level cesting, 1-5; 7-3, 7-4
CQurrent probes, 7-61, 7-62

CW energy sources, 7-15

CW simulation, 7-30, 7-31

CW testing, 7-6, 7-7

D
Damage, Cable, 5-25, 5-26
capacitor, 5-22 to 5-24
constant (K), 5-12 to 5-14
definitions, 2-6; 5-1
detonators, 5-24
inductor, 5-24
levels, 5-13, 5-14; 3-19 to 5-22; 5-23, 5-24
mechaniams, 5-5, 5-17, 5-22, 5-24, 5-25
protection, 6-1
protective devices, 5-24, 5-25
resistor, 5-17 to 5-22
semiconductors, 5-6 to 5-17
squibs, 5-24
system, 1-10; 1-11; 5-4, 5-5
Damping, 6-4; 6-6, 6-7
Data Processing, 7-71, 7-72
Data Recording, 7~67 to 7-71
camera, 7-68 to 7-70
peak, 7-71
scan converter, 7-71
tape, analog, 7-70
tape, digital, 7-70, 7-71
transmission, 6-7, 6-8; 7-62, 7-63
Debris, 1-1
Degradation, 1-6 to 1-8; 5-1 to 5-29
definition, 2-6; 5-1
history, 5-2, 5-3
modes, 5-2
Depusition Region, 1-3, 1-4; 3-2
Detonator Failure, 5-24
Detailed Test Plan, 7-83 to 7-85
Device Characteristics,
failure, 5-13 to 5-14; 5-19 to 5-22; 5-23,
5-24
response, 8-4, 8-5
Dielectric, Breakdown, 5-5, 5-7
waveguide, 6-7, 6-8; 6-23; 7-64
Digital Recording, 7-70, 7-71
Diodes, Gas, 6-30, 6-31
semiconductor, 6-31, 6-32
Direct Injection on Signal Carrying
Conductors, 7-36 to 7-38
Direct Tnjention, Testing, 7-9: 7-31 to 7-38
Dust, 1-1

E

Earth Effects, Horizontal, 3-11, 3-12; 4-5;
4-16, 4-17; 4=45, 4-=46; 7-27, 7-28
vertical, 3-11, 3-12; 4-5; 4-16, 4-17; 4-45,

4=46; 7-29, 7-30

Electric, Field, 2-3
field sensor, 7-53 to 7-55; 7-38 to 7-60
induction, 4-4
shielding, 4-12, 4-13

Electromagnetic, Inductioa, 4-4, 4-5
interaction, 4-1 to 4-16
power flow, 2-4, 2-5
principles, 2-2
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EMP, Air Burst, 3-7, 3-8
EMP, Amplitude, 1-1 to 4-3
characteristics, 1-1; 1-3, 1-4; 2-5, 2-6; 3-5;
3-7; =83 3-11
coupling, 1-6; &4-4, 4-5
definition, 1-1
energy, 3-5
generation, 1-2 to 1-4; 3-5 to 3-11
high altitude, 1-1; 3-1; 3-8 to 3-11
history, 1-1, 1-5
interaction, 4-1 to 4-16
internal, 3-1; 3-12, 3-13
introduction, 1-1; 3-1, 3-2
near surface, 1-1 to 1l-4; 3-1; 3-6
system generated, 3-1; 3-12, 3-13
state-of-the-art, 1-16; 1-19, 1-20; 2-1
test waveform, 4-3, 4-4; 5-5
EMPRESS, 7-~49
Energy, Collection, 1-6; 1-8; 4-21, 4-22; 4-29
damage levels, 5-13, 5-14; 5-19 to 5-22;
5-23, 5-24
electron levels, 3-3
sources, 7-10 to 7-15
upset levels, 5-26 to 5-28
Environment, 1i-1; 1-3, 1-4; 1-8; 1-10; 3~5; 3-7;
3-8; 3-11; 8-3
Equipment Characteristics, 1-6 to 1-8; 2-6, 2-7
Exoatmospheric Burst, 1-1 to 1-4; 3-1; 3-8 to
3-11

F

Failure, Cable, 5-25, 5-26
capacitor, 5-¢2 to 5-24
definition, 5-2
detonators, 5-24
inductor, 5-24
levels, 5-13, 5-14; 5-19 to 5-22; 5-23, 5-24
mechanisms, 5-5, 5-17, 5-22, 5-24, 5-25
miscellaneous devices, 5-25
protective devices, 5-24, 5-25
resistor, 5-17 to 5-22
semiconductor, 5-6 to 5-17
squib, 5-24
Fields
air burst, 3-7, 3-8

deposition region, 1-2 to 1-4; 3-2; 3-5
near surface, 1-2 to 1-4; 3-2; 3-6, 3-7
exoatmospheric, 1-2 t¢ 1-4; 3-2; 3-8 to 3-11

quantities, 2-2
test wave, -3, 4-4
Filters, Installation, 6-34, 6-35
performance, 6-29, 6-30
test procedures, 7-40
Fission Process, 3-4
Fourier Transform Method, 4-18; 4-22 to 4-27

6

General, Frogram Plan, 7-80, 7-81
test plan, 7-8i, 7-82
Generation, EMP, 1-2 to 1-4; 3-1t
Geographic Coverage, EMP, 1-]1; 1-3,
3-7; 3-8; 3-10
Ground Effects, Horizontal, 3-11, 3-12; 4-5;
4-16, 4-17; 4-45, 4-46; 7-27, 7-28
vertical, 3-11, 3-12; 4-5; 4-16, 4-17; 4-45,
4-46; 7-29, 7-30
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Grounding, Exterior, €-18 to 6-20
interior, 6-20, 6-21
practices, 6-17 to 6-21

K
Hardening, Approach, 6«1 to 6-4; 8-1, B-2
assessment, 8-1, 8-2
design, 6-4 to 6-36
devices, 6-27 to 6-34
requirementa, 8-1 to 8-)
Hardwire Data link, 7-62, 7-63
HDL/CW, 7-50
HEMP, 7-47
High lavel Energy Sources, 7-11, 7-12
History, BMP, 1-1, 1-2, 1-5, 3-1
system degradation, 1-5; 5-2, 5-3

protection, 1-5 to 1-8
Hybridse, 6-33

1

Induction, EM, 4-4, 4-5
Inductor, Failure, 5-24
protection, 6-28, 6-29
Injeccion, Cable Drivers, 7-31 to 7-38
dirvect, 7-9
laboratory, 7-38 to 7-44
techniques, 7-31 to 7-38
Inatrumentation, Calibration, 7-72 to 7-75
data processiag, 7-74, 7-75
data recording, 7-73, 7-74
signal distribution, 7-73
signal sensing, 7-73
Integrated Circuit Failure, 5-15, 5-16
Interconnection Failure, 5-16, 5-17
Interanal EMP, 3-12, 3-13
Internal Junction Breakdowm, 5-7, 5-8
JITRI Crystal Lake, 7-49, 7-50

L
Laboratory Testing, 1-7; 7-8; 7-38 to 7-44
Land”'s Method, 4-18
Layering, 6-4, 6-6
LC Inversion Generator, 7-13
Lightaing, Charactaristics, 1-3, 1-4
protection, 1-3, 1-4; 6-27, 6-28; 6-30, 6-31
Long Wire Simulation, 7-24 to 7-27
low Level Coupling Test, /-6
Lumped Parameter Network, 4-18; 4-27 to 4-29

M
Magnetic, Field, 2-4
induction, 4-5
sensor, 7-55 to 7-58; 7-58 to 7-60
shielding, 4-13, 4-14
Management, Program, 1-15 to 1-19; 8-2
Martin-Marietta Long Wire Simulator, 7-48
Marx Generator, 7-12, 7-13
Mathematical Tools, 4-18, 4-19
analysis, 1-9; &4-18, 4-19; 4-20 to 4-29
Microwave Tower Model, 4-13, 4-32
Missile In-Flight Modei, 4-30, 4-31
Modeling, Antenna, 4-19, 4-20, 4-28
component, 4-29
mathematical, 1-9; 4-18, 4-19
physical, 1-9; 4-18, 4-19

- MM A

9-3

scale, 7-5, 7-9
system, 4-18
Motor Protection, 6-15, 6-16

N

Near Surface Burst, l-1; 1-2 to 1-4; 3-1; 3-6
Nonconducting Data Links, 7-63, 7-64
Nonlinear Protactive Devices, 6-30 to 6-33
Nuclear Physics, 1-2; 3-2 to 3-3

o

Objectives, Course, 1-1; 2-1, 2-2
test, 7~1, 7-2
Optical Data Link, 7-64
Oscilloscope/Camera Recording, 7-68 to 7-70

4

Peaking Capacitow, 7~14

Penetrations, Shields, 4-8; 6-15 to 6-17

Physical Model, 1-9, 4-18

Physics, Atomic, 1-3; 3-2 to 3-5
nuclear, 1-3; 3-2 to 3-5

Plane Wave, 4-1, 4-2

Planning, Program, 1-15, 8-2
test, 7-79 to 7-85

P-N Junction, Damage in, 5-6 to 5-17
failure model, 5-9 to 5-12

Power Line Protection, 6-27, 6-28

Poynting Vector, 2-5

Practices, Design, 1-12; 1-13; 6-1 to 6-37
protective, 1-12, 6-2

Protection, Approaches, 1-9; 6-1 to 6-37
cable, 4-9; 6-23 to 6-27
circuit layout, 1-13; 6-22, 6-23
concepcs, 1-10; 6-1 to 6-4
cost, 1-17, 1-18; 6-3 ‘

gl

damage, 6-1
design, 6-1 to 6-4
extent, 6-1 fo 6-4
grounding, 1-13; 6-17 to 6-21
history, 1-2
implementation, 6~4 to 6-36
shielding, 1-13; 6-8 to 6~17 {
systems aspects, 1-12; 5-4, 5-5; 6-2, 6-3
upset, 6-2; 6-35, 6-36

Protcctive, Devices, 5-24, 5-25; 6-27 to 6-33
construction, 6-34, 6-35
installation, 6-34, 6-35
practices, 1-12, 6-4, 6-36

Q

Quality Control Tests, 7-79
Quick-Look Assessment, 4-21, 4-22

R
Radiated Wave Simulation, 7-22 to 7-30
Reflection, Wave, 3-11, 3-12: 4-45, 4-46

Relays, 6-33
Repetitive Pulse Testing, 7-6
Reports, Assessment, 1-18
white paper, 1-18
RES Simulator, 7-50
Resistive Loaded Dipole Simulation, 7-24 to 7-27
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Resistor, Conatruction, 5-18
failure modes, 5-17
failure threaholds, 5-19 to 5-22
RF Telemetry, 7-63, 7-64

s
Sandia long Wire Simulator, 1-5, 7-48
Scale Modeling, 7-8, 7-9; 7-44 to 7-46
Seam, in Shields, 4-13, 4-16
Semiconductor, Circuit Model, 4-29
device testing, 7-7, 7-8
failure, 5-6 to 5-17
Shielded Cable Driver, 7-32 to 7-35
Shielding, Analysis, 4-41 to 4-43
apertures, 4-15, 4-16; 4-44; 6-10, 6-11;
6-13 to 6-15
bonds, 6-11 to 6-13
cable, 4-8; 6-23 to 6-27
diffusion, 6-9, 6-10
effectiveness, 4-10, 4-11; 6-9
electric field, 4-12, 4-13
gaskets, 6-11 to 6-13
lumped circuit, 4-42, 4-43
magnetic field, 4-13, 4-14
materials, 6-9
penetrations, 6-~15 to 6-17
scattering theory, 4-41, 4-42
seams, 4-15, 4-16; 6-10, 6-11
tests, 7-10; 7-41 to 7-43
SIEGE Simulator, 7~48
Signal, Amplification, 7-64 to 7-66
attenuacion, 7-66
coaxial cable, 6-23 to 6-27; 7-62, 7-63
differentiator, 7-67
display, 7-67 to 7-70
distribution, 7-62 to 7-€4
dividers, 7-66, 7-67
integrator, 7-67
nonconducting transmission line, 7-63, 7-64
recording, 7-67 to 7-71
sensing, 7-52 to 7-62
Silicon Diodes, 6-31, 6-32
Simulation, Bounded Wave, 7-16 to 7-22
biconic antenna, 7-16 to 7-22
cW, 7-30, 7-31
direct injection, 7-31 to 7-38
long wire, 7-24 to 7-27
philosophy, 1-15, 7-1
radiated, 7-22 to 7-30
resictive loaded dipole, 7-24 to V-27
requirements, 7-2, 7-)
vertical monocone, 7-28
Simulation Facilities,
ALECS, 7-46, 7-47
ARES, 1-15, 7-46
AESOP, 7-48
EMPRESS, 7-49
HDL/CW, 7-50
HEMP, 7-47
ITTRI Crystal Lake, 7-49, 7-50
Martin-Marietta Long Wire, 7-48
RES, 7-50
Sandia Long Wirva2, 1-5, 7-48
SIEGE, 7-48
TEFS, 7-47
TEMPS, 7-49
TRESTLE, 7-46
WSMR, 7-50
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Simulators, Characteiistics of, 7-50 to 7-52
Singularity Expansion Method, 4-1b
Spark Gaps, 6-30, 6-31
Specifications, 6-4, 8-1
Spectral Limiting, 6-27 to 6-30
Spectyum, EMP, 1-3, 1l-4; 3-7; 3-10, 3-11; 4-)
Squib, Failure Level, 5-2.
Standards, 6-4, 8-1
State-of-the-Art, 1-16; 1-i9, 1-20; 2-1; &-1
Sub-Criterial Level Testing, 7-4 to 7-6
Surface, Breakdown, 3-6, $-7
cransfer impedance, 4-8, 4~9; 4-36 to 4-38;
7-38, 7-39
Susceptibility, Assessment, 1-8; 5-4, 5-5;
a“ s 8-5
component, 5-1 to 5-29
definition, 2~7, 5-1
Switching, 7-13
Synergistic Effects, 5-17
System Analysis, Aspects, 6-4 to 6-7
characteristics, 1-6 to 1-8; 1-20; 2-6, 2-7;
5-4, 5-5
description, 8-3, 8-4
failure, 5-4, 5-5
hardening, 6-2, 6-3
mission, 8-3
response, 5-4, 5-5
trends, 5-3, 5-4
upset, 5-23

[~

TEFS, 7-47
TEMPS, 7-49
Test, Concepts, 7-3 to 7-10
instrumentation, 7-52 to 7-71
limits of, 1-20
passive component, 7-39, 7-40
planning, 7-/9 to 7-85
precautions, 7-77, 7-78
pulse duration, 5-5
purpose of, 1-15; 7-1, 7-2
quality control, 7-79
requirements, 7-75
scale model, 7-44 to 7-46
semi conductor, 7-43, 7-44
setyp, 7-75 to 7-78
shielding, 7-41 to 7-43
techniques, 7-75 to 7-78
terminal protective device, 7-40, 7-41
Testing, 1-14; 1-19, 1-20; 7-1 to 7-85
Thermal, Effects, 11, 1-6
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